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ABSTRACT 

This document presents a comprehensive analysis of the 

LAMDA (Learning Algorithm for Multivariable Data Analysis) 

method, an artificial intelligence tool that can work on 

supervised and unsupervised learning tasks. Initially, the 

study focuses on identifying the weaknesses of the algorithm 

to propose extensions to improve its performance. We 

propose LAMDA-HAD for classification and LAMDA-RD for 

clustering. The two extensions improve the performance of 

the original LAMDA since they correct the assignment of 

objects to the class or group that they really belong to. 

Additionally, in the case of unsupervised learning, the 

groups can be merged automatically when necessary, 

improving the quality of the clustering with a more efficient 

process of information discovery. The proposals have been 

formalized and validated with different benchmarks that 

have made it possible to study the performance of the 

proposed extensions and carry out a comparative analysis 

against other well-known algorithms. 

In a second stage, we formalize LAMDA in the context of 

control systems taking advantage of its capacity to detect 

functional states of systems. LAMDA working as controller 

requires an initial phase of class definition corresponding to 

the functional states of the system (training), and a second 

phase of definition of fuzzy rules to obtain the control action. 

In addition, because it is mainly a classification algorithm, in 

this work we formalize an inference method based on 

LAMDA to compute the controller output that allows taking 

the system from the current to the desired functional state. 

To demonstrate the stability and robustness of the control 

algorithm, LAMDA is combined with the concept of Sliding-
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Mode Control (SMC). The novelty of this proposal is that 

LAMDA is used to compute the continuous and 

discontinuous control actions of the SMC to obtain a 

chattering free control action. This controller, called LSMC, 

can be applied to SISO systems with variable dynamics and 

model uncertainties. Additionally, the concepts of Z-

numbers have been added to the LSMC scheme to handle 

reliability criteria in the algorithm, in order to improve the 

performance of the controller. 

Finally, since LSMC requires the expert knowledge for the 

design, a different controller-based on LAMDA is proposed, 

this is the adaptive LAMDA which is presented as an 

addition to this work. The novelty of this proposal is that for 

the first time LAMDA is used for fuzzy modeling and control 

of complex systems, which is a great advantage if the model 

is not available, is partially known, or variable. Adaptive 

LAMDA consists of a training stage to establish the initial 

parameters of the controller, and an application stage in 

which the control strategy is calculated and updated through 

online learning that evaluates the closed-loop system. 

The proposed LAMDA controllers have been validated in 

different case studies, for example, in the control of industrial 

processes with variable dynamics or in the field of robotics 

for trajectory tracking control whose results have been 

analyzed and compared with other similar control 

techniques, showing that the proposed methods are capable 

of performing a precise control that improves the 

performance of the overall system.  

KEYWORDS: LAMDA, Intelligent Control, Classification, 

Clustering, SMC. 
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RESUMEN 

En este documento se presenta un amplio análisis del 

método LAMDA, herramienta de la inteligencia artificial que 

puede trabajar en tareas de aprendizaje supervisado y no 

supervisado. Inicialmente, el estudio se centra en identificar 

los puntos débiles del algoritmo para plantear extensiones 

que mejoren su desempeño. Nosotros proponemos 

LAMDA-HAD para clasificación y LAMDA-RD para 

agrupamiento. Estas dos extensiones mejoran el 

desempeño de LAMDA original ya que corrigen la 

asignación de objetos a la clase o grupo que realmente 

pertenecen y adicionalmente, en el caso de aprendizaje no 

supervisado, los grupos puedan unirse automáticamente 

cuando es necesario, mejorando la calidad del 

agrupamiento con un proceso de descubrimiento de 

información más eficiente. Estas propuestas han sido 

formalizadas y validadas con diferentes “benchmarks” que 

han permitido estudiar el rendimiento de las extensiones 

propuestas y su respectivo análisis comparativo  

En una segunda etapa, nosotros formalizamos LAMDA en 

sistemas de control, aprovechando su capacidad de 

detección de estados funcionales. Para que LAMDA 

funcione como controlador, requiere una fase de definición 

de clases que son los estados funcionales del sistema y la 

definición de reglas difusas para obtener la acción de 

control. Además, al ser un algoritmo de clasificación, en este 

trabajo es formalizado un método de inferencia que permita 

calcular la salida del controlador que permita llevar el 

sistema del estado funcional actual al deseado.  

Para demostrar la estabilidad y robustez de la propuesta del 

algoritmo de control, LAMDA es combinado con el concepto 
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de Control en Modos Deslizantes (SMC). Lo novedoso de 

esta propuesta es que LAMDA es usado para calcular las 

acciones de control continua y discontinua del SMC para 

obtener una acción de control libre de “chattering”. Este 

controlador, llamado LSMC, puede ser aplicado a sistemas 

SISO con dinámica variable e incertidumbres en el 

modelado. Adicionalmente se ha añadido los conceptos de 

números Z al esquema LSMC para manejar criterios de 

confiabilidad, para mejorar el desempeño del controlador. 

Finalmente, ya que LSMC requiere el conocimiento del 

experto para el diseño, se ha planteado un esquema de 

LAMDA adaptativo. Lo novedoso de esta propuesta es que 

por primera vez se utiliza LAMDA para modelado difuso y 

control de sistemas complejos, lo cual es una gran ventaja 

si el modelo no está disponible, es parcialmente conocido o 

variable. LAMDA adaptativo consta de una etapa de 

entrenamiento para establecer los parámetros iniciales del 

controlador, y una etapa de aplicación en la que se calcula 

y actualiza la estrategia de control mediante un aprendizaje 

en línea que evalúa el sistema en lazo cerrado. 

Los controladores LAMDA han sido validados en diferentes 

casos de estudio, por ejemplo, en el control de procesos 

industriales de dinámica variable o en el campo de la 

robótica para control de seguimiento de trayectorias cuyos 

resultados han sido analizados y comparados con otras 

técnicas de control similares, demostrando que los métodos 

propuestos son capaces de realizar un control preciso que 

mejora el desempeño del sistema en general. 

PALABRAS CLAVE: LAMDA, Control Inteligente, 

Clasificación, Agrupamiento, SMC



 

1 

1. INTRODUCTION 

In recent years, control theory has proposed several control 

strategies, as well as different methodologies, for the design 

of control systems based on the available information. Most 

control methodologies are based on a common foundation, 

such as having information about the behavior of the plant, 

either in the form of an analytical model, plant knowledge, 

and mathematical approximations among others. 

At the end of the last century the idea of "Intelligent Control" 

has been proposed, which is originated with the aim of 

applying artificial intelligence to control systems. The main 

reasons why it has been necessary to design controllers 

based on techniques inspired by intelligent faculties are [1]: 

 In process control, automation means that the control 

system replaces the human operator, which requires a 

great capacity in managing the knowledge of the 

process. In this sense, intelligent control offers innovative 

solutions, since it allows us proposing methodologies to 

automatically perform some tasks that are typically 

performed by humans, based on a priori knowledge. 

 The control of systems with highly non-linear 

characteristics is a research field under development, in 

which there are requirements that cannot be met with 

conventional control theory. Mainly, due to the complexity 

that exists in modeling [2,3], the controller design 

requires a great effort if an analytical treatment is carried 

out, so a more heuristic treatment can be considered. 

 Due to the existence of increasingly complex systems 

with a high degree of uncertainty, which generally cannot 
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be modeled in a strict mathematical way, the artificial 

intelligence through its learning methods is a very good 

option to obtain approximations that facilitate the design 

of control systems that operate under uncertain 

conditions. 

Specifically, the design of "intelligent controllers" has been 

proposed with the aim of simulating the "intelligent" abilities 

of living beings, in particular, human reasoning [1]. To do 

this, controllers must include characteristics such as 

knowledge representation, learning, and reasoning under 

uncertainty. 

With current computers, powerful in their functionalities, 

artificial intelligence techniques have been used to achieve 

some of these objectives, giving as initial results, intelligent 

autonomous controllers [4]. Thus, it is of great importance to 

continue with the analysis of new techniques of artificial 

intelligence, capable of improving the performance of the 

initial intelligent controllers, viable in their implementation, in 

order to be a useful alternative applicable to solve control 

problems in systems with a high degree of uncertainty. 

In general, in the field of control systems, information of the 

process to be controlled is required. The value of the 

information depends on its usefulness for decision-making. 

For example, information that indicates that a person is sick 

encourages them to take a control action, in this case, take 

a medicine. Information that does not generate an action is 

meaningless, while many actions are meaningless without 

the underlying information to justify them [5]. In this way, the 

link between information and control can be clearly seen. On 

the other hand, the information of the changes in physical 
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systems can be recorded by sensors (data collection). By 

linking the recorded data, with the control actions, then 

knowledge is generated. For example, the human body 

temperature must be at 37 °C; if an individual has a higher 

temperature, then the individual is considered sick. The link 

to this information (the conclusion) is based on our prior 

knowledge. The process of extracting knowledge from the 

data is known as Data Mining [5]. 

Feldbaum's dual control concept states that control must not 

only lead, but must also learn  [6]. Based on this, an 

intelligent control system is one that comprises a serie of 

techniques, fundamentally taken from artificial intelligence, 

with which it is intended to solve unapproachable control 

problems by classical methods  [4]. For this, the control 

system bases its operation on cognitive activities such as 

learning, inferring, optimizing, reasoning and decision 

making, which often derive from unpredictable behaviors of 

the systems to be controlled. Thus, an intelligent controller, 

based on artificial intelligence techniques, can be 

autonomous, non-linear, and adaptive [3]. 

The main reason for the development of intelligent 

controllers is the existence of incomplete or inadequate 

representations of the plants and imprecise specifications. 

In particular, environments with uncertainty can make the 

controller, and therefore the plant, unstable, which would be 

extremely risky in all processes. Currently, intelligent control 

methodologies are very varied, and include fuzzy logic [7] , 

expert systems [8], artificial neural networks [9], evolutionary 

programming [10], among others. These methods have 

been used in control tasks, fault detection, plant supervision, 

and other areas of application. 
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One of the most used intelligent techniques in the field of 

control is fuzzy logic. Within the fuzzy control, there are two 

widely used applications: modeling and control. Compared 

to traditional control, fuzzy methods have three practical 

advantages [1]. Firstly, the mathematical model of the 

process to be controlled is not required. Second a non-linear 

controller developed empirically without mathematical 

complications can be obtained, and finally, fuzzy methods 

can learn about the model of the plant to compute the control 

action. 

The machine learning method called LAMDA (Learning 

Algorithm for Multivariable Data Analysis) [11], is a non-

iterative technique based on fuzzy logic. It has ability to 

create new classes after the training stage, using a threshold 

known as the Non-Informative Class (NIC). LAMDA has the 

ability to work in the context of classification and clustering  

[12], tasks that have mainly focused on the detection of 

functional states of systems. To learn, it uses probability 

density functions for the similarity analysis, and fuzzy 

aggregation functions [13] to determine the current 

functional state of the system. 

Starting from the detection of functional system states, it is 

proposed a novel approach in this work to convert LAMDA 

into a controller. For that, it is necessary to establish an 

inference mechanism that allows it to take the system from 

a current functional state to one desired, which is defined 

through the descriptors that are characterized by the 

designer for the controller implementation. Systems with 

variable dynamics and model uncertainties, in which 

conventional controllers decrease in performance terms are 

the field of application of the control based on LAMDA.  
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1.1  Research motivation and justification 

Intelligent controllers have the ability to present a good 

performance (in terms of energy consumption, robustness 

disturbance rejection and system response) in systems in 

which obtaining their mathematical model is complex.  The 

complexity of the models may occur due to highly non-linear 

characteristics, to the scarce information available from the 

system, or due to uncertainties. In this sense, the 

development of new proposals or methodologies that allow 

us controlling systems with these characteristics always 

represents a research area with theoretical and practical 

projection. 

Since the conception of this research work, it has been 

proposed to take advantage of the characteristics of LAMDA 

for the formalization of new controllers. In this sense, 

LAMDA have the advantage of learning and identifying the 

functional states of a system, which could be used to take a 

corrective action to bring the plant to a desired state. Being 

a fuzzy algorithm, we propose to establish a control guided 

by the operational states and to propose the control law that 

guides the system to the desired state considering uncertain 

information. The operation of the controller in uncertain 

systems has led us to explore extensions of fuzzy logic such 

as Z-numbers, in order to address the reliability criteria that 

could help to handle the uncertainties inherent to the system. 

With the aforementioned arguments, it is proposed to 

investigate and formalize the design and implementation of 

controllers based on LAMDA, with the ability to adapt and 

learn to characterize the functional states of the system, to 

take corrective action. 
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1.2  Hyphotesis 

It is possible to propose an intelligent controller1 based on 

artificial intelligence techniques related to pattern 

recognition; in this case, functional states of the system to 

be controlled, with the LAMDA algorithm. The controller can 

be designed without the need to have the plant model in 

detail, which can have non-linear characteristics. 

1.3  Main and Supplementary Objectives 

1.3.1 Main Objective 

According to the above discussion, the main objective of 

this research work is: 

“To formalize controllers based on the LAMDA fuzzy 

model”. 

1.3.2 Supplementary Objectives 

 To formalize and implement extensions to the LAMDA 

model, which improve performance in machine learning 

tasks corresponding to classification. 

 To formalize and implement extensions to the LAMDA 

model, which improve performance in machine learning 

tasks corresponding to clustering. 

 To determine the most suitable LAMDA model for the 

implementation of intelligent controllers. 

                                                 
1 Note that in the research plan the development of an intelligent controller based on 

LAMDA has been proposed, however throughout the research, several proposals of 
LAMDA-based controllers have been developed which are detailed in this document 
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 To propose a methodology for the design of LAMDA 

controllers, and analyze their stability, robustness and 

disturbance rejection. 

 To optimize the LAMDA controller2 parameters using 

evolutionary optimization heuristics (offline). 

 To evaluate the proposed LAMDA controller2 in 

processes with non-linear characteristics and contrast 

the results with fuzzy controllers with similar 

characteristics. 

 To explore the feasibility of implementing Z number 

theory in the LAMDA controller2 to deal with ambiguities, 

observing if it contributes to improving the performance 

of the controller and if it is applicable in terms of machine 

time consumption. 

1.4  Scopes of the research 

The research proposes the achievement of several scopes 

addressed by different approaches. As mentioned in the 

introduction, LAMDA is applied in the field of classification 

and clustering tasks, in which it is proposed to improve its 

performance with different extensions. Also, the algorithm is 

used in the field of control systems, establishing the bases 

for its design, and its formalization in terms of stability and 

robustness. The detailed scopes reached in this work are: 

 Extensions to the LAMDA model have been developed in 

order to improve its performance in classification tasks. 

                                                 
2 The supplementary objectives refers to a LAMDA controller, however, as mentioned 
above, several proposals have been developed and the methodologies described 
have been applied to the controller that we consider to be the most complete in terms 
of stability and robustness.  
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The formalized extensions are implemented for using as 

a supervised learning algorithm, and are tested in 

different types of benchmarks. 

 Extensions to the LAMDA model have been developed, 

in order to improve its performance in clustering tasks. 

The formalized extensions are implemented for using as 

an unsupervised learning algorithm, and are tested in 

different types of benchmarks. 

 A LAMDA model has been proposed for the conception 

of an intelligent controller. 

 A methodology for the design of LAMDA controllers has 

been proposed, to be applied  it in different systems. 

 Once the LAMDA controller model has been proposed, 

an evolutionary optimization algorithm has been used for 

its calibration to improve its performance. 

 Possible enhancements to the LAMDA controller have 

been explored to handle ambiguous contexts, based on 

the concept of Z-numbers. 

 The complete model of the controller has been 

established, laying the foundations for possible future 

developments on it, so that it can be applied to any type 

of automatic system. 

 The controller has been implemented and tested in non-

linear processes. 
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1.5  Main Contributions 

This work presents different proposals of LAMDA-based 

extensions for classification /clustering tasks and controllers, 

whose main contributions and novelties are the following:  

 The theoretical formalization of the improvements to 

LAMDA in classification and clustering tasks. 

 The theoretical formalization of controllers based on 

classes or functional states, concepts taken from the 

LAMDA theory, which have a number of fixed layers 

(intrinsic feature). Therefore, the design is more 

straightforward than methods where the number of 

internal layers must be calibrated [53]. Also, the 

characterization of controllers using the class criteria 

leads to a quick convergence to a desired output based 

on definition of rules or online learning. 

 The design of a robust LSMC controller where the 

continuous and discontinuous control actions of SMC 

schemes are computed using the LAMDA method to 

obtain a chattering-free control action. 

 The stability analysis of LSMC controllers is addressed in 

order to guarantee the convergence of the system output 

towards the desired output. 

 The implementation of LAMDA as an identifier for 

modeling and controlling process is proposed (called 

Adaptive LAMDA) for the first time, handling the concept 

of self-adjustment of the internal parameters. 

 The proposed learning process of Adaptive LAMDA is 

based on a hybrid learning, which allows a quick 

convergence to the desired output, improving the 
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learning time and preventing that solutions be trapped in 

local minima. This is a great advantage over learning 

methods that only work with gradient descent, which is 

generally slow [14]. 

 A stability analysis of the learning algorithm is proposed 

to guarantee a rapid convergence of the estimated output 

towards the desired output. 

 The computational complexity of the main proposed 

controllers is analyzed in terms of spatial and temporal 

complexity. 

 The feasibility analysis of the implementation of Z-

numbers applied to the LAMDA controller is studied. 

 The definition of Z-rules based on different reliability 

values to modify the control action considering the 

deviation between the system output and the desired 

reference is proposed. 

 A formal validation of all these improvements, in case 

studies of non-linear characteristics, and contrast of 

results with other methods, is carried out. 
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1.7  Thesis Outline 

The remainder of this thesis is organized as follows: 

In Chapter 2 a theoretical framework of LAMDA is 

presented, detailing its fundamentals used for assigning 

objects to classes/clusters, learning method, internal 

parameters, and structure of the algorithm. Aditionally, a 

review of the state of the art of the algorithm is made, 

detailing the relevant literature in classification and 

clustering contexts, and the recent research advances 

related with LAMDA. 

Chapter 3 presents the extensions of the algorithm in each 

context raised in the objectives of this thesis. Initially, it is 

formalized the extension of LAMDA focused on supervised 

learning, through the approach of two improvements to get 

a better performance. First, it is proposed to calculate as 

many Non-Informative Classes (NICs) as the number of 

classes, obtaining an adaptive NIC. Then, it is proposed to 

compute the Higher Adequacy Degree (HAD), which 

improves the assignment of objects to their respective class, 

reducing misclassification. In the clustering field, the 

extension LAMDA-RD is formalized in order to enhance the 

calculation of the internal parameters of LAMDA and the 

implementation of the automatic merge algorithm. 

Chapter 4 presents the formalization of the different 

proposals of LAMDA controllers, the inference mechanism 

that allows obtaining the Rule-based LAMDA controller, the 

design of the LAMDA-SMC intelligent controller (LSMC) that 

bases its operation on the concepts of Sliding-mode control 

to guarantee robustness and stability through Lyapunov 

theory. Next, the combination of the LSMC controller with the 
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Z-number theory is detailed to consider reliability criteria 

(ZLSMC), and finally, the Adaptive LAMDA proposal for 

modeling and control of systems is presented, which bases 

its operation on online learning. 

Chapter 5 presents the experiments and some of the most 

relevant results of the LAMDA-HAD and LAMDA-RD 

extensions. It also presents the detailed results of the 

application and design of the Rule-based LAMDA, LSMC, 

ZLSMC and Adaptive LAMDA controllers, which are tested 

in different case studies, validating the feasibility of their 

implementation, and the contributions that these present 

when are used in the control of systems. 

Chapter 6 details the discussion of the results obtained in 

the experimental stage, carrying out an in-depth analysis of 

the advantages and disadvantages of the proposed 

methods, and addressing a comparative analysis of the 

LAMDA control with respect to other control methods. 

Finally, Chapter 7 summarizes the most relevant 

conclusions obtained from this work, and provides 

suggestions for further research. 

 

 

 

 

 



 

16 

2. THEORETICAL FRAMEWORK 

Classification for monitoring systems is a method where the 

learning process is carried out through a controlled training 

by an external agent (supervisor), which defines the 

response that an algorithm should generate from one or 

several determined inputs. In other words, it is a method to 

make a machine learn from the expertise, to take decisions 

based on the characteristics, categories or classes of 

interest of a given application [15]. In the literature, there are 

different approaches applied to classification, such as 

instance-based methods, decision tree-based methods, 

kernel-based methods, neural networks-based methods, 

among others [16,17]. These methods are used in several 

applications, such as business [18], medicine [19], fault 

detection [20], functional states detection in industrial 

systems [21], etc.  

On the other hand, clustering, is useful in problems where 

unlabeled data is available [22]. The aim of clustering is to 

separate data into partitions with elements that have similar 

characteristics between them. Each cluster must be 

separable and compact, with respect to another cluster [13]. 

In the literature there exists different clustering approaches, 

some of them are distance-based [23], partitioning 

clustering, hierarchical clustering [24], density-based [25], 

fuzzy logic-based [26–29], or Gaussian methods [30],[31], 

among others. All these techniques depend on a previous 

stage of descriptor extraction, which are later used for the 

individual-cluster assignment performed by the algorithm. 

Historical data and streaming data [32] are application 

scenarios of the clustering techniques, but not all the 

methods can work in both contexts because the data is 
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obtained differently. In the first case, the complete database 

is available, while in the second case, new data arrives 

continuously. The importance of working in the context of 

data streaming is that the evolution patterns provide useful 

information, which can allow users to make immediate and 

correct decisions [33]. In classical clustering, data is 

assigned to one cluster; on the other hand, fuzzy clustering 

methods are based on the fuzzy membership degree, 

therefore, an individual can be a member of several clusters.  

2.1  State of the Art of LAMDA  

Classification and clustering methods based on fuzzy logic 

are widely used in the field of machine learning [34–40], 

[13,41–44]. One of the methods that can work in both 

contexts is LAMDA (Learning Algorithm for Multivariate Data 

Analysis), proposed in [11], which is based on the calculation 

of the Global Adequacy Degree (GAD) that corresponds to 

the membership degree of one individual to a class, through 

the contributions of all its descriptors. These contributions 

are calculated through fuzzy probability functions [45], 

obtaining as result the Marginal Adequacy Degree (MAD). 

By mixing MADs of an individual, GADs are calculated using 

fuzzy aggregation operators, which are the membership 

degrees of the individual to each class. With this information 

is possible determining the current state of a system (class).   

This algorithm can work in supervised and unsupervised 

learning [46], and it is able to create new classes after the 

training. The decision to create a new class is based on a 

threshold known as the Non-Informative Class (NIC). The 

algorithm compares all the GADs, including the GAD of the 

NIC, and assigns the individual to the one that has the 
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highest value. If the GAD of the NIC has the highest value, 

a new class is created, otherwise the individual is assigned 

to some class. Due to the mentioned features, LAMDA stand 

out over other fuzzy classification algorithms. 

Although the LAMDA feature of generating new classes can 

be very useful, there is a limitation on certain applications 

due to the handling of a single NIC for all classes because 

this parameter is not adaptable to each of them. That can 

cause individuals to be assigned to the NIC and therefore 

produce a new class; this occurs especially when the 

descriptors of the individuals have high levels of uncertainty 

(noise) intra-class [45]. Aditionally, the presence of 

descriptors that do not adequately characterize an individual 

can produce misclassification, because the algorithm 

ignores the membership degree with respect to all 

individuals of the classes; it only does with respect to the 

center of the classes. 

There are several contributions of LAMDA in the field of 

machine learning, including: the detection of functional 

states of a pilot simulator [47]. In this work, the performance 

among LAMDA and neural networks is compared, and it is 

determined that the precision of LAMDA is better in 66% of 

the performed experiments. This algorithm has also been 

used in problems of fault detection in electrical distribution 

networks [48], in which an average performance of 83% has 

been obtained. In water plants [49–51] the algorithm is used 

to identify the different functional states that describe the 

behavior of the coagulation process. LAMDA has been 

identified 8 functional states of normal and abnormal 

functioning of the plant, allowing a constant monitoring of the 

process. In the previous cases, the algorithm has worked 
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online in unsupervised mode. In [21], it is applied for 

monitoring complex industrial processes, combined with the 

Markov’s theory, which allows identifying the connections 

between functional states through a transition degrees 

matrix. In this case, the creation of new classes is not 

considered. In Fault Detection and Isolation (FDI) cases, this 

method has been tested in a two-tanks benchmark in the 

detection of states for avoidance of dangerous operating 

condition, in increasing availability and productivity, among 

other things [52,53]. In computer vision applications, this 

method has been used as a search algorithm for image 

recognition in supervised mode. 

The versatility of the algorithm is demonstrated, and its 

performance is determined, based on tests with different 

operators, such as fuzzy probability distributions and 

aggregation operators [54,55]. One of the most important 

contributions of LAMDA is its implementation in a software 

for the supervision of complex systems. This software is 

SALSA (Situation Assessment using LAMDA classification 

Algorithm), and has been used in applications such as those 

presented in [53,56] for functional states detection. 

Several modifications to the original LAMDA have been 

developed by different researchers to improve the results 

obtained by the algorithm in classification and clustering. 

In the classification context, the following contributions have 

been proposed:  

 T-LAMDA [57,58] is used in image processing, whose 

method is less sensitive to noise than the original 

algorithm, however it has not been tested in other fields.  
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 A hybrid method of LAMDA combined with genetic 

algorithms has been proposed by [59]. The results are 

analyzed to find the best parameters of compensation in 

an optical spectrum, improving the performance but a 

high machine time.  

 LAMDA-FAR [60], improves the recognition of functional 

states of diesel engines. This method is based on the 

calculation of two thresholds used to make a verification 

in the assignment of an individual to a class.  To establish 

the first threshold in each class, the difference between 

the maximum GAD value (greater in amplitude) and the 

minimum value of the second largest GAD is calculated. 

For the second threshold of each class, the difference 

between the minimum value of the largest GAD and the 

maximum value of the second largest GAD is calculated. 

With the two thresholds, it is verified if the GAD of an 

individual is within these ranges to be assigned to some 

class, otherwise it is sent to the NIC. This method can 

only be implemented when in each class the first and 

second GADs do not overlap, because this would result 

in negative thresholds, which is not logical, and it does 

not provide the information needed to improve the 

classification process. 

In the clustering context, the most important recent 

contributions are: 

 “LAMDA Triple Pi (𝜋) operator (LAMDA-TP)” [45,61]. This 

operator is used in LAMDA as an aggregation function for 

the computation of the GADs, avoiding the creation of 

new clusters with few individuals. 
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 “LAMDA clustering method based on typicality degree 

and intuitionistic fuzzy sets” [13]. The authors propose 

the calculation of three functions: The Global Typicality 

Degree (GTD), the Intuitionistic Global Adequacy Degree 

(IGAD), and the Typicality and Intuitionistic Global 

Adequacy Degree (TIGAD). This proposal is applied in 

some study cases, presenting an adequate separation of 

clusters. 

The algorithms described above have some drawbacks in 

the cluster formation. In the first case, LAMDA-TP does not 

depend on the exigency parameter 𝛼 (formalized in the 

original LAMDA), which allows calibrating the 

permissiveness of the algorithm. In other words, it is a 

control parameter linked to the quality and number of 

created clusters. LAMDA-TP performs the clustering 

process based only on the similarity computed by the triple 

𝜋 operator, and the user cannot calibrate the algorithm 

partitions. LAMDA based on intuitionistic fuzzy sets 

improves the clustering stage; however, in [13], a 

comparison of the algorithm with respect to other similar 

methods is not presented, and based on the results, it is 

observed that a merge stage is required to group clusters of 

similar characteristics, to obtain better models. Aditionally, 

the formed partitions are not analyzed in terms of 

performance metrics, which allow evaluating their intra and 

inter-cluster qualities. 

2.2  LAMDA fundamentals 

LAMDA is a fuzzy method, based on the concept of the 

adequacy degree. Unlike conventional algorithms, it is not a 

distance-based method, which performs a similitude 
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analysis among descriptors of the individuals, in order to 

establish a relationship between each one and its respective 

class [62]. The membership degree of an object 𝑂 to a class 

𝐶 =  {𝐶1; 𝐶2; . . . ;  𝐶𝑘; . . . ;  𝐶𝑚} [11] is estimated in a non-

iterative process.  The individual 𝑂 is formed by a vector of 𝑙 

descriptors [38]: 

𝑂 =  [𝑜1; . . . ;  𝑜𝑗 ; . . . ;  𝑜𝑙]                  (2.1) 

where 𝑜𝑗 is the descriptor 𝑗 of the individual 𝑂. 

The descriptors are normalized in the range between [0,1]. 

This normalization is done with respect to the maximum and 

minimum values of each descriptor, as shown in (2.2). 

�̅�𝑗 =
𝑜𝑗− 𝑜𝑗𝑚𝑖𝑛

𝑜𝑗𝑚𝑎𝑥− 𝑜𝑗𝑚𝑖𝑛
                          (2.2) 

where 𝑜𝑗𝑚𝑖𝑛 is the minimum value of 𝑜𝑗, 𝑜𝑗𝑚𝑎𝑥 is the 

maximum value 𝑜𝑗  and �̅�𝑗 is the normalized descriptor. 

2.2.1 Marginal Adequacy Degree (MAD) 

The MADs establish how similar a descriptor is with respect 

to the same descriptor in a given class. For a defined 

individual, the MAD vector is determined to characterize its 

situation with respect to each class. For MAD calculation, 

probability density functions are used. The most common 

are: Fuzzy Binomial Function, and Gaussian function [60].  

2.2.1.1 Fuzzy Binomial Function 

This is a fuzzy extension of the binomial function that allows 

calculating the membership degree, like a Bayesian 

probability [58]. The function depends on 𝜌𝑘,𝑗 and �̅�𝑗 as 

follows: 



 

23 

𝑀𝐴𝐷𝑘,𝑗 = 𝜌𝑘,𝑗
𝑜𝑗(1− 𝜌𝑘,𝑗)

(1−𝑜𝑗)      (2.3) 

where 𝜌𝑘,𝑗 is the average value of the descriptor 𝑗 that 

belongs to the class 𝑘, and it is calculated for the case of 

supervised learning using (2.4). 

𝜌𝑘,𝑗 =
1

𝑛𝑘,𝑗
∑ �̅�𝑗(𝑡)

𝑡=𝑛𝑘,𝑗

𝑡=1

                      (2.4) 

where 𝑛𝑘,𝑗 is the number of data of the descriptor 𝑗 belonging 

to class 𝑘. 

2.2.1.2 Gaussian Function 

This function depends on three input variables  𝜎𝑘,𝑗 ,𝜌𝑘,𝑗 and 

�̅�𝑗 and assumes a normal distribution of the descriptor and it 

is computed as: 

𝑀𝐴𝐷𝑘,𝑗 = 𝑒
−
1
2(
𝑜𝑗−𝜌𝑘,𝑗
𝜎𝑘,𝑗

)

2

             (2.5) 

where 𝜎𝑘,𝑗 is the standard deviation of the descriptor  𝑗 that 

belongs to the class 𝑘: 

𝜎𝑘,𝑗
2 =

1

𝑛𝑘,𝑗 −1
∑ (�̅�𝑗(𝑡)− 𝜌𝑘,𝑗)

2

𝑡=𝑛𝑘,𝑗

𝑡=1

         (2.6) 

The possibility of finding MAD using (2.3), or (2.5), depends 

on the data distribution in each class. Applying (2.3) for the 

NIC, where the center is 𝜌𝑁𝐼𝐶 = 0.5, thus the 𝑀𝐴𝐷𝑁𝐼𝐶  =  0.5 

for any value of the descriptor �̅�𝑗.  

2.2.2 Global Adequacy Degree (GAD) 

GADs establish the adequacy of the individual to each class, 

which is calculated mixing MADs with aggregation functions. 
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These functions are any of the tuples shown in the Table 2.1 

and are computed recurrently. The exigency 𝛼 ∈ [0 , 1], 

allows a strict or permissible classification [60]. If 𝛼 

increases, the classification is stricter, therefore more 

individuals will be unrecognized (sent to the NIC), making 

the algorithm more selective [63]. The GAD of an individual 

�̅� in the class 𝑘 is calculated as: 

𝐺𝐴𝐷𝑘,�̅�(𝑀𝐴𝐷𝑘,1 , …𝑀𝐴𝐷𝑘,𝑙)

= 𝛼𝑇(𝑀𝐴𝐷𝑘,1 , … ,𝑀𝐴𝐷𝑘,𝑙)

+ (1 − 𝛼)𝑆(𝑀𝐴𝐷𝑘,1 , … ,𝑀𝐴𝐷𝑘,𝑙)                (2.7) 

where �̅� is the normalized individual, 𝑇 is t-norm 

(intersection), and 𝑆 is t-conorm (union). 

Table 2.1. Aggregation functions for LAMDA [64] 

Type Aggregation functions 

Product-Sum 
𝑇(𝑎, 𝑏) = 𝑎𝑏 

𝑆(𝑎, 𝑏) = 𝑎 + 𝑏− 𝑎𝑏 

Hammacher 

𝑇(𝑎,𝑏) =
𝑎𝑏

𝑝+ (1 − 𝑝)(𝑎 + 𝑏 − 𝑎𝑏)
 

𝑆(𝑎, 𝑏) =
𝑎 + 𝑏− 𝑎𝑏 − (1 − 𝑝)𝑎𝑏

1 − (1 − 𝑝)𝑎𝑏
 

Dombi 

𝑇(𝑎,𝑏) =
1

1 + √(
1 − 𝑎
𝑎

)
𝑝

+ (
1 − 𝑏
𝑏

)
𝑝𝑝
   

𝑆(𝑎, 𝑏) = 1 −
1

1 + √(
𝑎

1 − 𝑎
)
𝑝

+ (
𝑏

1 − 𝑏
)
𝑝𝑝

 

*𝑝 is the sensibility of the function 

The object �̅� is assigned to the class with the maximum 

GAD, where index corresponds to the number of the class: 
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𝑖𝑛𝑑𝑒𝑥 = argmax(𝐺𝐴𝐷1,�̅�, … , 𝐺𝐴𝐷𝑚,�̅� , 𝐺𝐴𝐷𝑁𝐼𝐶,�̅�)     (2.8) 

The stages of LAMDA operation are shown in Figure 2.1. 

The MAD calculations are made for each descriptor in each 

class, using the probability density functions presented in 

(2.3) and (2.5). With the MADs, the calculation of the GAD 

of each class is made using aggregation functions (block 

"ℒ”) and the exigency level "𝛼". Finally, the class 

corresponding to the higher GAD calculated for the 

individual �̅�𝑗 is where it belongs to. If the higher GAD is the 

𝐺𝐴𝐷𝑁𝐼𝐶, the individual is not recognized to any class and is 

sent to the NIC to create a new class. 

Normalized

Individual 

Class Decision

(index)

CLASS C1

max(GAD1,O , , 

GADm,O , , GADNIC,O )

CLASS 
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Figure 2.1. Structure of LAMDA algorithm 

 

In the works like [50,60,65] where LAMDA is working in the 

classification context, in these papers we have been able to 

observe that LAMDA has problems making a correct 

classification, either because the NIC is constant for all 

classes, or because the GAD calculation is unreliable. On 



 

26 

the other hand, in the works like [13], [45], [58], where 

LAMDA is working in the clustering context, is observed that 

the number of created partitions does not correspond with 

the number of desired clusters, which can be excessive or 

impractical for the expert. Therefore, our contribution in the 

next section is the formalization of extensions that improve 

performance in both classification and clustering contexts. 

2.3 Artificial Intelligence in the field of 

Control Systems 

Nowadays, the artificial intelligence has allowed the 

development of very powerful techniques, useful for 

modeling nonlinear systems whose dynamics are complex 

and unknown [66]. The development of these techniques 

has increased considerably due to the computational power 

of the computers, allowing the implementation of learning 

algorithms with high accuracy and fast in processing terms, 

considering the inherent uncertainty and changing 

conditions of the systems [67]. Due to the versatility of these 

methods, it is possible to perform offline and online system 

modeling [68], which are very useful in control schemes, 

especially when the mathematical model of the system is 

unknown or variable. Specifically, in the case of online 

learning, the main advantage is the adaptation to changes 

in the dynamics of the system to be modeled/controlled, 

since it learns constantly the behavior of the process based 

on the input and output data. Many of the applications 

related to industrial processes, aeronautics, robotics and 

power systems require the incorporation of artificial 

intelligence into the control schemes, due to the adaptive 

feature that it provides when the mathematical model is 
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complex, unknown or inaccurate. The most used 

approaches for modeling and control of systems are Artificial 

Neural Networks (ANN) [69],[70],[9], Fuzzy Logic [71], and 

the hybrid models between the ANNs and the Fuzzy 

Inference Systems (ANFIS) [72], [73]. ANFIS is considered 

as a universal approximator [74],  with the ability to represent 

any parameterized model. The adaptive neuro-fuzzy 

inference systems (ANFIS) are schemes that combine 

characteristics of both models (neuronal and fuzzy), with a 

fixed structure of nodes and layers, using the criteria of the 

neural networks for the learning process to perform the 

parametric adjustment, showing excellent results in different 

application fields related to model and control [75–79].  

The aforementioned approaches are generally used in 

schemes of Adaptive Inverse Control (AIC). This control 

methodology has been studied for the last three decades, in 

which different researchers have made interesting 

proposals, applied to unknown plant dynamics [80].  

Fuzzy logic is excellent for modeling systems. It is generally 

rule-based and has had a wide field of application in control 

systems, facilitating the design of applicable nonlinear 

controllers from simple systems to complex chaotic systems 

[81], [82]. Fuzzy logic has also been used in the design of 

AIC based on the creation of rules whose parameters can 

adapt automatically through learning criteria.  

The neuro-fuzzy systems have also been developed in AIC 

as presented in [83–86]. In these works, the authors have 

been demonstrated that the proposed adaptive inverse 

dynamics control scheme is effective to improve the control 

performance of the system with uncertainties. In the 
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literature, several works have made efforts to improve the 

performance of neuro-fuzzy models through the use of 

hybrid learning [72], self-tuning ANFIS based in genetic 

programming [87], learning based on square-root cubature 

Kalman filter (SCKF) or recursive least squares (RLS) [88], 

or learning techniques that use input space partitioning 

through sub-clustering for higher dimensional regression 

problems (extreme learning [89]).  

2.4 Z-Numbers 

Zadeh [90] has proposed the Z-numbers, an extension of the 

fuzzy numbers composed of two elements: constraint and 

reliability, which are the ordered pair of fuzzy numbers. In a 

Z-number, the first element is used to characterize the 

uncertain information, and the second element is used to 

characterize the reliability (confidence) in the information. As 

it is analyzed in [91], the reliabilities of the fuzzy values of 

the variables in the set of rules are an issue in the modeling 

of the fuzzy systems, affecting the accuracy of the decision 

making process. Taking into consideration the uncertainties 

in the process to be controlled, the concept of Z-number can 

be more effectively used for the design of control algorithms 

in this case, the LAMDA controller.   

Currently, Z-numbers are studied in different application 

fields, such as: decision making, economics, optimization, 

risk assessment, prediction and rule-based systems 

characterization with imprecise information. Thus, one of the 

applications is in the fuzzy reasoning to handle imperfect 

information characterized by the combination of fuzzy and 

probabilistic uncertainties in If-Then Rules systems [92]. The 

idea of converting a Z-number in a classic fuzzy number 
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without losing information is rather significant for many 

applications. Kang et al. [93] present a proposal to solve this 

issue based on the Fuzzy Expectation of a fuzzy set, through 

a simple procedure that can be applied to triangular and 

trapezoidal membership functions, but remaining open to 

research the application in Gaussian functions. 

Due to the novelty of working with Z-numbers and being a 

recent development, Aliev [94] presents an initial proposal of 

basic operations that allow the treatment of uncertain 

information. Multi-criteria decision making (MCDM) under 

uncertain environments has been studied in [95–98], in order 

to take into consideration efficiently the reliability 

information.  Aditionally, the conversion from a Z-number to 

a crisp number is useful in the fuzzy decision making and 

risk assessment. To do this, the work [93] proposes to 

compute the centroid of the interval-valued of the fuzzy set 

with the Karnik-Mendel algorithm. Z-numbers also have 

been used for the system state detection, especially failure 

modes in an aircraft turbine [99]. This paper demonstrates 

the viability of the proposed method using the reliability 

criterion. Finally, the Total Utility (TU) of a Z-number [100] is 

a new concept used to measure the total effects of a Z-

number, and can be used to determine the ordering of Z-

numbers with the aim to be applied in MCMDs under 

uncertain environments. The advantage of this method is to 

be able to work with triangular, trapezoidal and Gaussian 

membership functions, considerably expanding its field of 

application, which could be used by LAMDA. 

In the field of control systems, there are few works that have 

focused their efforts on applying the concepts of Z-numbers 

in the design of controllers. Recently, Abyev [91,101] 
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presented the development of a fuzzy inference system 

using Z-number for omnidirectional robot. In these works, 

the fuzzy inference system is designed for the control of the 

linear and angular speed of a robot soccer, independently. 

The proposed Z-rules are an extension of the classical fuzzy 

rules that consider the reliability of the constraint, but in all 

the rules is used the same reliability (Usually) to compute 

the control action. The inference method is based on 

distance measures of fuzzy sets, which takes the concepts 

of the 𝛼-cuts applied to the antecedent part, where the 

deviation of the input signals from the fuzzy values of the 

variables are determined. The proposed controller is 

validated and compared with other fuzzy methods, 

presenting interesting results. In [102], the same procedure 

is applied for a dynamic plant control where the transient 

response of the designed controller is compared with the 

transient response of a conventional fuzzy controller, 

demonstrating the suitability of the designed system in 

control of dynamic plants. Finally, the authors of [103] 

present the trajectory tracking of a wheeled mobile robot, 

combining the constraint and reliability in multi-input and 

multi-output rules. The antecedent considers the 

instantaneous distance measurements and the orientation 

gaps, and the consequent is computed by the interpolative 

reasoning and the graded mean integration approach.  The 

authors highlight that this approach avoids the complexity of 

encoding error gradients, and it is able to cope with missing 

observations. 

2.4.1 Z-numbers formalization 

A Z-number is a pair of fuzzy numbers defined as: 
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𝑍 = {(𝐴𝑧,𝑅𝑧)|𝜇𝐴𝑧𝜖[0,1], 𝜇𝑅𝑧𝜖[0,1] }                  (2.9) 

where 𝐴𝑧 is the restriction (constraint) on the values of the 

observation 𝑥, and 𝑅𝑧 is the reliability metric of the first fuzzy 

number in the space of 𝑦. For simplicity 𝐴𝑧 and 𝑅𝑧 are 

considered Gaussian fuzzy numbers defined by a binary 

(𝜌, 𝜎), where 𝜌 is the center of the function and 𝜎 is the width 

of the function. As an example, Figure 4.8 shows the 

membership functions of 𝐴𝑧 and 𝑅𝑧 where it is appreciated 

how the parameters 𝜌, 𝜎 modify the position and shape of 

the curve respectively.  

Az-(α) Az+(α) α

z

 

Rz-(β ) Rz+(β ) β 

z

 
(a)                                                 (b) 

Figure 2.2. Membership functions of the Z-number 𝑍 = (𝐴𝑧, 𝑅𝑧) 

with 𝐴𝑧 =  𝐺𝑎𝑢𝑠𝑠(0.1,0.25), 𝑅𝑧 =  𝐺𝑎𝑢𝑠𝑠(0.6,0.07)  

A conventional fuzzy if-then rule for two inputs and one 

output can be stated as:  

𝐼𝐹 𝑜1 𝑖𝑠 𝐹1
𝑝 𝑎𝑛𝑑 𝑜2 𝑖𝑠 𝐹2

𝑞 𝑇𝐻𝐸𝑁 𝑦1 𝑖𝑠 𝐺1           (2.10) 

where 𝐹1, 𝐹2  are fuzzy sets and 𝐺1 = 𝛾1  is a singleton 

function (constant).  

In the case of Z-numbers, it is convenient to express a 

generalization of the basic if-then rule in terms of Z-

valuations as follows: 

𝐼𝐹 𝑜1 𝑖𝑠 (𝐴𝑧1
𝑝,𝑅𝑧1

𝑝) 𝑎𝑛𝑑 𝑜2 𝑖𝑠 (𝐴𝑧2
𝑞,𝑅𝑧2

𝑞)  
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𝑇𝐻𝐸𝑁 𝑦1 𝑖𝑠 (𝛾1 , 𝑅1)     (2.11) 

where 𝐴𝑧1
𝑝 ,𝑅𝑧1

𝑝, 𝐴𝑧2
𝑞,𝑅𝑧2

𝑞 ,𝐴𝐺1 ,and 𝑅𝐺1are the fuzzy sets of 

the Z-number.  

An example of the characterization of the Z-rules is: “If high 

price of oil, likely, and high price of the refining process, 

commonly, then high price of gasoline, very likely”.  

As seen in the example, the application of Z-numbers is 

focused on modeling uncertain information from the real 

world. More examples of the real applications of Z-numbers 

are described in detail in [104]. In the case of control 

systems there is a potential application field of these 

concepts that can improve the performance of the controller.  

2.4.2 Total Utility of Z-numbers (TU) 

TU is potentially useful to simplify the Z-number applications 

in decision making. The function of the TU is derived from 

the format of Z-numbers without subjective judgment as 

stated in [100]. Such a simplification of the Z-numbers is of 

great importance when it is required to represent the 

restriction and the metric reliability in a single parameter, 

which can be useful in the design of intelligent controllers. 

The procedure to compute is detailed as follows: let the 

mathematical expressions of the membership functions for 

𝐴𝑧 and 𝑅𝑧 defined as [100]: 

 𝜇𝐴𝑧(𝑥)= 𝑒
−
1

2
(
𝑥−𝜌1
𝜎1

)
2

 ;  𝜇𝑅𝑧(𝑦) = 𝑒
−
1

2
(
𝑥−𝜌2
𝜎2

)
2

          (2.12) 

where −1 ≤ 𝜌1 ≤ 1 is the position of the center of the peak 

of the curve 𝜇𝐴𝑧(𝑥) and 𝜎1 > 0  is its standard deviation used 

to control the width of the bell, 0 ≤ 𝜌2 ≤ 1 is the position of 
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the center of the peak of the curve 𝜇𝑅𝑧(𝑥) and 𝜎2 > 0  is its 

standard deviation. 

If the 𝛼-cut, 𝛼 = 𝜇𝐴𝑧(𝑥), then 𝑥 is computed as: 

𝑥 =  𝜌1±√−2𝜎1
2𝑙𝑛𝛼; 

𝐴𝑧−(𝛼) = 𝜌1 −√−2𝜎1
2𝑙𝑛𝛼; 𝐴𝑧+(𝛼) = 𝜌1 + √−2𝜎1

2𝑙𝑛𝛼    (2.13) 

If the 𝛽-cut, 𝛽 = 𝜇𝑅𝑧(𝑦), then 𝑦 is computed as: 

𝑦 = 𝜌2 ± √−2𝜎2
2𝑙𝑛𝛽; 

𝑅𝑧−(𝛽) = 𝜌2 − √−2𝜎2
2𝑙𝑛𝛽;𝑅𝑧+(𝛽) = 𝜌2 +√−2𝜎2

2𝑙𝑛𝛽  (2.14) 

The TU of a Gaussian Z-number is computed as  [100] : 

𝑇𝑈(𝑍) = 𝑇𝑈(𝐴𝑧,𝑅𝑧) = ∫ ∫ ∫ ∫
1/2

−1/2

1/2

−1/2

1

0

1

0

 

{
 
 

 
 [

𝐴𝑧−(𝛼) + 𝐴𝑧+(𝛼)

2
+ 𝑥(𝐴𝑧+(𝛼) − 𝐴𝑧−(𝛼))] 𝑒−[𝐴𝑧

+(𝛼)−𝐴𝑧−(𝛼)]2

× [
𝑅𝑧−(𝛽) + 𝑅𝑧+(𝛽)

2
+ 𝑦(𝑅𝑧+(𝛽) − 𝑅𝑧−(𝛽))] 𝑒−[𝑅𝑧

+(𝛽)−𝑅𝑧−(𝛽)]2

}
 
 

 
 

𝑑𝑥𝑑𝑦𝑑𝛼𝑑𝛽 

(2.15) 

Let: 

𝐴1 = 𝐴𝑧
−(𝛼)+ 𝐴𝑧+(𝛼)                     (2.16) 

𝐴2 = 𝐴𝑧
+(𝛼)− 𝐴𝑧−(𝛼)                     (2.17) 

𝑅1 = 𝑅𝑧
−(𝛽)+ 𝑅𝑧+(𝛽)                     (2.18) 

𝑅2 = 𝑅𝑧
+(𝛽)− 𝑅𝑧−(𝛽)                     (2.19) 

Replacing (2.13), (2.14), (2.16)-(2.19) in (2.15), it is 

obtained: 

𝑇𝑈(𝑍) = 𝑇𝑈(𝐴𝑧,𝑅𝑧) 

= ∫ ∫ ∫ ∫ [
𝐴1
2
+ 𝑥𝐴2]𝑒

−𝐴2
2
[
𝑅1
2
+ 𝑦𝑅2]𝑒

−�̃�2
2

1/2

−1/2

1/2

−1/2

1

0

1

0
𝑑𝑥𝑑𝑦𝑑𝛼𝑑𝛽  
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(2.20) 

𝑇𝑈(𝑍) = ∫ ∫ 𝑒−𝐴2
2
𝑒−𝑅2

2
1

0

1

0

𝐴1
2

𝑅1
2
𝑑𝛼𝑑𝛽              (2.21) 

= 𝜌1𝜌2∫ ∫ 𝑒−(2√−2𝜎1
2𝑙𝑛𝛼)

2

𝑒−(2√−2𝜎1
2𝑙𝑛𝛽)

21

0

1

0

𝑑𝛼𝑑𝛽  (2.22) 

=
𝜌1𝜌2

(1+ 8𝜎1
2)(1+ 8𝜎2

2)
                           (2.23) 

3. PROPOSED LAMDA EXTENSIONS 

Based on the literature described in the previous chapter, it 

has been possible to detect that LAMDA has certain 

drawbacks, as described above, in the learning stage for 

both the supervised and unsupervised cases, which cause 

its performance to decrease. In order to address these 

problems, this section presents extensions (improvements) 

to the algorithm that are described in detail in the papers 

[105–108] published based in this work, where large field of 

experimentation and validation of the proposed extensions 

is covered. 

3.1 Extension of LAMDA in the classification 

context 

In this subsection, the Iris dataset [109] (common 

benchmark for classification) is chosen as a practical 

example to expose the problems and weaknesses of the 

original algorithm, and the possible causes of 

misclassification when the algorithm is tested. The Iris 

dataset is a multivariate dataset with three classes 

corresponding to the species: setosa, virginica and 

versicolor, with four descriptors (sepal length and width in 
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cm, and petal length and width in cm), with 50 individuals in 

each class. The real distribution of its individuals in each 

class is shown in Figure 3.1, in which the different colors 

represent the three classes where are shown the class 

setosa (50 first elements in blue), virginica (50 elements in 

green) and versicolor (50 elements in black). 

 

Figure 3.1. Iris Benchmark data and classes 

The fuzzy binomial function has been used to calculate the 

MAD. For the calculation of the GAD, the Hammacher 

operator has been used recurrently, and a high exigency 

level has been parameterized (𝛼 = 0.9) to reduce the 

misclassification. The GAD of each element for each class 

calculated by the algorithm, are presented in Figure 3.2. 
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Correctly Classified

Sent to the NIC

Missclasified
(overlapping GAD)

 

Figure 3.2. GADs in each class for Iris dataset 

Choosing the maximum GAD for each individual of Figure 

3.2. The classification shown in Figure 3.3 is obtained, 

where clearly it has been possible to observe the three 

cases marked in Figure 3.2: 

1 Well classified: individuals whose descriptors are 

clearly differentiated in each class, so the GADs are 

well defined (for example in class 1, the blue GAD is 

clearly differentiable from the rest). 

2 Sent to NIC class: individuals whose maximum GAD is 

less than the value of 𝐺𝐴𝐷𝑁𝐼𝐶, so that these individuals 

are sent to the NIC to create a new class (e.g, first 

individuals in class 2). 

3 Misclassified: individuals that, due to the similarity of 

their descriptors, cause overlapped GAD, producing 

errors in the classification (as can be seen in class 3, 

the red and yellow GAD are overlapped). 
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Figure 3.3. Classification results of the original LAMDA algorithm  

Note that the assignments of elements in Figure 3.3 coincide 

with those shown in Figure 3.2 (same colors) since a correct 

classification is made, however in some cases elements are 

misassigned and others are sent to the NIC (red dots). 

An alternative approach is proposed in  [60], called LAMDA-

FAR, which is based on measuring the maximum and 

minimum distances between the two highest GAD for each 

individual �̅� and for each class 𝑘. However, this proposed 

methodology is valid only when the GADs in each class does 

not overlap each other. For this reason, LAMDA-FAR cannot 

be applied in problems as the Iris dataset. Based on this, it 

is important to attack the two problems outlined above.  

LAMDA-HAD addresses these drawbacks with two 

strategies:  

 First, it is proposed to calculate as many NICs as the 

number of existing classes. In this case, each NIC (and 

its GAD) is calculated based on the intrinsic 

characteristics of each class, which prevents to send 

well-classified individuals to the NIC, as it occurs in the 
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original LAMDA algorithm, where only one NIC is 

calculated for all existing classes.  

 The second strategy is based on calculating the Higher 

Adequacy Degree (HAD), which consists of measuring 

the degree of similarity of the GAD of an individual in 

relation to the average of the GADs of the existing 

classes through probabilistic operators, allowing to know 

with greater certainty the class to which an individual 

belongs. It allows improving the robustness of the 

algorithm and avoiding that individuals with similar 

characteristics between classes are misclassified.  

3.1.1 Extension 1: Adaptable 𝑮𝑨𝑫𝑵𝑰𝑪 

The proposal is based on reducing the drawbacks 

corresponding to individuals sent incorrectly to the 𝑁𝐼𝐶; this 

problem is clearly shown in Figure 3.3, where the red dots 

are unidentified individuals that really belong to class 2. To 

avoid this, the calculation of the 𝐺𝐴𝐷𝑁𝐼𝐶 adaptable to each 

class has been considered. 

For the calculation of Adaptable 𝐺𝐴𝐷𝑁𝐼𝐶, the following 

definitions are proposed, which consist of simple 

mathematical operations that do not consume excessive 

computational time. 

Definition 1. 𝑀𝐺𝐴𝐷𝑘,𝑝 is the average value of the GADs of 

the class 𝑝 in a class 𝑘. Considering that 𝑛𝑘 is the number of 

individuals belonging to class 𝑘 and 𝑝 = {1,…𝑚} where 𝑚 is 

the number of classes. This parameter is computed as: 

𝑀𝐺𝐴𝐷𝑘,𝑝 =
1

𝑛𝑘
∑ 𝐺𝐴𝐷𝑝,𝑡

𝑡=𝑛𝑘

𝑡=1

                    (3.1) 
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where 𝐺𝐴𝐷𝑝,𝑡 is the GAD of the individual 𝑡 for the class 𝑝, 

in the class 𝑘. For example, 𝑀𝐺𝐴𝐷1,1 is the average value of 

blue 𝐺𝐴𝐷𝑠 in the class 1, as shown the graphical 

representation of each 𝑀𝐺𝐴𝐷 (green lines) in Figure 3.4. 

GAD1,2

GAD1,3

GAD2,1

GAD2,3

GAD2,2

GAD3,1

GAD3,2

GAD3,3

GAD1,1

    MGAD1,1

    MGAD3,2

    MGAD2,3

 

Figure 3.4. 𝑀𝐺𝐴𝐷 obtained for each 𝐺𝐴𝐷 in the different classes 

In Figure 3.4. see that the MGAD are calculated based on 

the GAD of each class, thus 𝑀𝐺𝐴𝐷𝑘,𝑝 . is the mean values of 

all the 𝐺𝐴𝐷𝑘,𝑝 . 

Definition 2. Let 𝐺𝐴𝐷𝑁𝐼𝐶𝑘  the 𝐺𝐴𝐷 of the 𝑁𝐼𝐶 for the class 

𝑘. The 𝐺𝐴𝐷𝑁𝐼𝐶𝑘  is computed as the average value of all the 

𝑀𝐺𝐴𝐷𝑘,𝑝 in each class, e.g., if there are three classes as in 

Iris, it will be calculated 𝐺𝐴𝐷𝑁𝐼𝐶1, 𝐺𝐴𝐷𝑁𝐼𝐶2, and 𝐺𝐴𝐷𝑁𝐼𝐶3 (see 

purple lines of Figure 3.5). The calculation of 𝐺𝐴𝐷𝑁𝐼𝐶𝑘  is 

done using (3.2). 

𝐺𝐴𝐷𝑁𝐼𝐶𝑘 =
1

𝑚
∑ 𝑀𝐺𝐴𝐷𝑘,𝑝

𝑝=𝑚

𝑝=1

                 (3.2) 
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As shown in (3.2), 𝐺𝐴𝐷𝑁𝐼𝐶𝑘  depends on the contributions of 

all MGADs, therefore, it also depends on the distribution of 

all GADs in each class. 

GADNIC1

GADNIC2 GADNIC3

 

Figure 3.5. Mean value 𝐺𝐴𝐷𝑁𝐼𝐶  for each class in the Iris dataset 

3.1.2 Extension 2: Higher Adequacy Degree (HAD) 

To decrease the probability of obtaining individual 

misclassification due to the similarity of its descriptors with 

features of different classes, the calculation of the Higher 

Adequacy Degree is proposed. This parameter allows 

establishing the similarity between the 𝐺𝐴𝐷𝑝,�̅� of the 

normalized individual �̅� and the GADs of each class 𝑘. 

Unlike the original LAMDA, the approach does not directly 

choose the maximum GAD. First, an estimation of the class 

index is made to which the GADs of the individual are most 

similar. For this, it is proposed performing additional 

calculations to the algorithm based on the following 

definitions. 
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Definition 3. 𝐴𝐷𝐺𝐴𝐷𝑘,𝑝,�̅� is a parameter that allows to obtain 

a measure of similarity between the 𝐺𝐴𝐷 of an individual �̅� 

and each 𝑀𝐺𝐴𝐷𝑘,𝑝. It is calculated using the following 

probability density function: 

𝐴𝐷𝐺𝐴𝐷𝑘,𝑝,�̅� = 𝑀𝐺𝐴𝐷𝑘,𝑝
𝐺𝐴𝐷𝑝,�̅�(1−𝑀𝐺𝐴𝐷𝑘,𝑝)

(1−𝐺𝐴𝐷𝑝,�̅�) (3.3) 

For �̅� evaluated in each class with (2.2)-(2.7). This 

expression is similar to the used (2.5) which is a binomial 

function used to measure similarity between objects. 

Definition 4. Let 𝐴𝐷𝐺𝐴𝐷𝑘,𝑝,�̅� the new adequacy degree of the 

GAD, the calculation of the Higher Adequacy Degree (HAD) 

of an individual to a class is done by adding all the 𝐴𝐷𝐺𝐴𝐷𝑘,𝑝,�̅� 

in the class 𝑘 as: 

𝐻𝐴𝐷𝑘,�̅� = ∑ 𝐴𝐷𝐺𝐴𝐷𝑘,𝑝,�̅�

𝑝=𝑚

𝑝=1

                   (3.4) 

Based on this calculation, the highest value of the 𝐻𝐴𝐷𝑘,�̅� is 

the one with the highest membership degree, obtaining the 

estimated index 𝐸𝐼 of the class to which the individual has 

the highest probability to belong. 

𝐸𝐼 = 𝑚𝑎𝑥 (𝐻𝐴𝐷1,�̅�, … , 𝐻𝐴𝐷𝑘,�̅� , … ,𝐻𝐴𝐷𝑚,�̅�)     (3.5) 

Definition 5. Let 𝑖𝑛𝑑𝑒𝑥, the index of the class with the 

highest adequacy degree, then it is necessary to verify if the 

maximum value of 𝐺𝐴𝐷𝐸𝐼 ,�̅� is greater than the 𝐺𝐴𝐷𝑁𝐼𝐶𝐸𝐼
. If 

this rule is met, then the individual �̅� belongs to the class 𝐸𝑖; 

otherwise, it will be sent to the NIC (see (3.6)). 

𝑖𝑛𝑑𝑒𝑥 = 𝑎𝑟𝑔𝑚𝑎𝑥 (𝐺𝐴𝐷𝐸𝐼,�̅�, 𝐺𝐴𝐷𝑁𝐼𝐶𝐸𝐼
)             (3.6) 
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3.1.3 General procedure of LAMDA-HAD 

MADk,j    (oj|ρk,j ) 

index = NICEI

Assignment 

O  Cindex

Create new 

class Cm+1

not yes

j=1, 2, , n

START

O=(o1; ;oj; ;ol )

Normalize O

Select MAD function

Select GAD function

ρNIC, j=0.5

GADk,O    (MADk,1, ,MADk,j, ,MADk,l )

EI    (HAD1,O, ,HADk,O, ,HADm,O )

Define α 

END

MGADk,p    (GADp,t )

GADNICk    (MGADk,p )

ADGADk,p,O,    (MGADk,p, GADp,O)

HADk,O  ,    (ADGADk,p,O )

index = argmax(GADEI,O , GADNICEI )

Compute the GAD for 

individual t for the 

class p, in the class k

LAMDA-HAD APPROACH

 

Figure 3.6. LAMDA-HAD structure 

The operating scheme of the LAMD-HAD is presented in 

Figure 3.6, in which the additional steps of the approach 

(marked in the red box) can be seen in detail in order to 

improve the performance of LAMDA in classification tasks. 
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3.2  Extension of LAMDA in the clustering 

context 

In some clustering applications, the number of created 

partitions performed by LAMDA does not correspond with 

the number of desired clusters, which can be excessive or 

impractical for the expert. Therefore, the contribution in this 

subsection is the formalization of an automatic merge 

technique to update the cluster partition performed by 

LAMDA to improve the quality of the clusters, and a new 

methodology to compute the Marginal Adequacy Degree 

that enhances the individual-cluster assignment.  

In [13,45] has been shown that LAMDA creates clusters that 

do not correspond with the number of desired groups. 

Clusters with a high similarity degree should be merged in a 

single cluster, according to a similarity measure. Thus, the 

algorithm should automatically decide when a merge 

process between clusters is required. For that, it is proposed 

to hybridize the original algorithm with distance 

measurements. The proposed method is called LAMDA-RD 

and in where the split task is considered as an intrinsic 

LAMDA feature, because it can create new groups from the 

global adequacy concept.  

Cauchy function [110] is used to compute a membership 

degree 𝜇𝑐(𝑜) that models the similarity of an individual to a 

cluster. This function requires the distance of the individual 

𝑜 to a prototype member 𝑝0 (center of the class) represented 

as 𝑑𝑖𝑠𝑡(𝑜, 𝑝0). The Cauchy function is computed as: 

𝜇𝑐(𝑜) =
1

1 + 𝑑𝑖𝑠𝑡(𝑜, 𝑝0)
                      (3.7) 



 

44 

3.2.1  Robust Distance 

Definition 6. Cauchy Marginal Adequacy Degree (𝐶𝑀𝐴𝐷). 

This parameter corresponds to the 𝑀𝐴𝐷 computed using the 

Cauchy function presented in (3.7). If we apply this 

expression in LAMDA context, it must be considered that  

𝑜 = �̅�𝑗  and 𝑝0 = 𝜌𝑘,𝑗 (descriptor 𝑗 of the centroid of the 

cluster 𝑘 computed with (2.4)), now redefining the 𝑀𝐴𝐷 as 

𝐶𝑀𝐴𝐷 it is obtained (see [107] for more details): 

𝐶𝑀𝐴𝐷𝑘,𝑗(𝜌𝑘,𝑗) =
1

1 + 𝑑𝑖𝑠𝑡(�̅�𝑗,𝜌𝑘,𝑗)
        (3.8) 

To keep the MAD concept of probability function, we set as 

𝐶𝑀𝐴𝐷𝑁𝐼𝐶,𝑗(𝜌𝑘,𝑗) = 0.5, this is the threshold for the NIC as 

computed in fuzzy binomial function. In clustering, 𝜌𝑘,𝑗(𝑡) is 

calculated with (3.9), and it is the mean value of the 

descriptor 𝑗 in the previously created cluster 𝑘. It is updated 

progressively each time that a new element is added. 

𝑛𝑘(𝑡 − 1) is the number of objects previously assigned to the 

cluster 𝑘. 

𝜌𝑘,𝑗(𝑡) = 𝜌𝑘,𝑗(𝑡 − 1) +
�̅�𝑗(𝑡) − 𝜌𝑘,𝑗(𝑡 − 1)

𝑛𝑘(𝑡 − 1) + 1
     (3.9) 

Definition 7. Robust Marginal Adequacy Degree (𝑅𝑀𝐴𝐷). 

This parameter corresponds to the product of the 𝐶𝑀𝐴𝐷 and 

a penalty factor 𝐾𝑘,�̅�  computed for each cluster 𝑘. To obtain 

𝐾𝑘,�̅� , two parameters are required: the first one is the 

distance of the individual �̅� to the center of each cluster 𝑘 

(𝑑𝑘,�̅�), which is calculated as: 

𝑑𝑘,�̅� = 𝑑𝑖𝑠𝑡(�̅�𝑗 ,𝜌𝑘,𝑗) =
1

𝑛
∑|�̅�𝑗 −𝜌𝑘,𝑗|

𝑛

𝑗=1

        (3.10) 
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And the second parameter is the threshold 𝑑𝑛𝑏 ∈ [0,1], 

called “average distance between neighbors”, which must 

be set by the user (in Appendix C is described a method to 

calibrate this parameter). 

Proposition 1. The penalty factor 𝐾𝑘,�̅�   is computed with  

(3.11). If the average distance 𝑑𝑘,�̅� is greater than 𝑑𝑛𝑏 

(𝑑𝑘,�̅� > 𝑑𝑛𝑏), then 𝐾𝑘,�̅�   is computed as: 

𝐾𝑘,�̅� =
𝑑𝑛𝑏

𝑑𝑛𝑏 +𝑑𝑖𝑠𝑡(𝑑𝑘,�̅�, 𝑑𝑛𝑏)
                (3.11) 

As shown (3.11), if 𝑑𝑖𝑠𝑡(𝑑𝑘,�̅� , 𝑑𝑛𝑏) increases, then 𝐾𝑘,�̅�  

decreases.  

Proposition 2. If the average distance 𝑑𝑘,�̅�  is less than 𝑑𝑛𝑏, 

(𝑑𝑘,�̅� ≤ 𝑑𝑛𝑏), then 𝐾𝑘,�̅�  is set to 1, because it is not required 

to penalize the 𝐶𝑀𝐴𝐷 of individuals that are within the 

threshold. Now, 𝑅𝑀𝐴𝐷𝑘,𝑗 is computed as:  

𝑅𝑀𝐴𝐷𝑘,𝑗(𝜌𝑘,𝑗) = 𝐾𝑘,�̅�× 𝐶𝑀𝐴𝐷𝑘,𝑗              (3.12) 

As shown (3.12), 𝑅𝑀𝐴𝐷𝑘,𝑗 is equal to 𝐶𝑀𝐴𝐷𝑘,𝑗 if the 

condition of Proposition 2 is met, in other words, the distance 

between the individual �̅� and the cluster 𝑘 is within the 

threshold 𝑑𝑛𝑏. According to Proposition 1, if the distance 

between the individual �̅� and the cluster 𝑘 is greater than the 

threshold, then 𝐶𝑀𝐴𝐷 is penalized; therefore, a decrease in 

the adequacy degree is established. 𝐾𝑘 ,�̅� reinforces the 

measure of similarity degree based on distances. The two 

established conditions of 𝑑𝑘,�̅� affect the computation of the 

𝑅𝑀𝐴𝐷. The following properties 𝑃1 and 𝑃2 clarify how the 

penalty factor behaves before the different inequalities 

between 𝑑𝑘,�̅�  and 𝑑𝑛𝑏: 
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𝑃1: 𝐼𝑓 (𝑑𝑘,�̅� > 𝑑𝑛𝑏)|𝑑𝑛𝑏 ∈ [0,1] 

⟹ 𝐾𝑘,�̅� =
𝑑𝑛𝑏

𝑑𝑛𝑏 +𝑑𝑖𝑠𝑡(𝑑𝑘,�̅�, 𝑑𝑛𝑏)
=

𝑑𝑛𝑏
𝑑𝑛𝑏 + 𝛿

; |𝛿 ∈ [0,1] 

⟹ 𝐾𝑘,�̅� < 1 ∴ 𝑅𝑀𝐴𝐷𝑘,𝑗(𝜌𝑘,𝑗) < 𝐶𝑀𝐴𝐷𝑘,𝑗                 (3.13) 

𝑃2: 𝐼𝑓 (𝑑𝑘,�̅� ≤ 𝑑𝑛𝑏)|𝑑𝑛𝑏 ∈ [0,1]   

⟹ 𝐾𝑘,�̅� = 1 ∴ 𝑅𝑀𝐴𝐷𝑘,𝑗(𝜌𝑘,𝑗) = 𝐶𝑀𝐴𝐷𝑘,𝑗                 (3.14) 

The penalty factor for the 𝑁𝐼𝐶 is set 𝐾𝑁𝐼𝐶,�̅� = 1, because it is 

not required to penalize the Non-Informative Class. As 

observed in (3.13) and (3.14), the distance 𝑑𝑘,�̅�  allows 

penalizing the dissimilarity between the samples and the 

clusters. This parameter is called Robust Distance, hence, 

this proposal takes the name of LAMDA-RD. Once 

calculated 𝑅𝑀𝐴𝐷, the computation of the 𝐺𝐴𝐷 is like the 

original LAMDA, using (2.7), but with 𝑅𝑀𝐴𝐷 instead of 𝑀𝐴𝐷. 

3.2.2  Automatic merge algorithm 

To describe the automatic merge algorithm for LAMDA, the 

following definitions are formalized: 

Definition 8. A cluster 𝐶𝑘 with 𝑛𝑘 elements is described by 

the tuple: 

𝐶𝑘 = (𝜌𝑘,𝑗 , �̅�𝑘, 𝑖𝑛𝑑𝑒𝑥 − 𝑘)                         (3.15) 

where 𝜌𝑘,𝑗 is the centroid of the descriptor 𝑗 in the cluster 𝑘, 

which is updated every time that a new individual is assigned 

to 𝐶𝑘 (see (3.9)), �̅�𝑘 is the set of individuals in 𝐶𝑘, and 𝑖𝑛𝑑𝑒𝑥 𝑘 

is the identifier of 𝐶𝑘. 

Definition 9. The neighbor cluster 𝐶𝑛𝑏 with 𝑛𝑛𝑏 elements is 

described by the tuple: 

𝐶𝑛𝑏= (𝜌𝑛𝑏,𝑗 , �̅�𝑛𝑏, 𝑖𝑛𝑑𝑒𝑥 − 𝑛𝑏, )                     (3.16) 
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where 𝜌𝑛𝑏,𝑗 is the centroid of the descriptor 𝑗 in the cluster 

𝑛𝑏, �̅�𝑛𝑏 is the set of individuals in 𝐶𝑛𝑏, and 𝑖𝑛𝑑𝑒𝑥 − 𝑛𝑏 is the 

identifier of 𝐶𝑛𝑏. 

LAMDA is non-iterative, therefore, in the clustering process, 

one individual is analyzed at a time. So, according to the 

LAMDA fundamentals, the maximum GAD is where the 

individual is assigned to, so, it is noted that the second GAD 

of greater value is the nearest neighbor cluster. 

The main problem to solve is the drawback of the original 

LAMDA: the excessive creation of clusters which has been 

described based on the citations at the end of section 2. So, 

it is essential to perform an automatic merge. The proposal 

is characterized by similarity measures based on distances 

and densities. In the merge stage, two cases can occur: 

If the individual was assigned to the NIC, and therefore, a 

new cluster was created, we have to do an analysis 

individual – cluster (see Figure 3.7a). In the other hand, if 

the individual was assigned to an existing cluster 𝐶𝑘, we 

have to do an analysis cluster – cluster (see Figure 3.7b). 

Cnb

Ck

Input feature  o1

In
p

u
t 

fe
a

tu
re

  
o

2

O Cnb

Ck

Input feature  o1

In
p

u
t 

fe
a

tu
re

  
o

2 O

 
(a)                                                 (b) 

Figure 3.7. New sample assigned to (a) new cluster, (b) pre-

existing cluster. 
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Definition 10. Measure of the compactness of the neighbor 

cluster (𝑡𝑛𝑏,𝑗). It is the mean value of all the distances (in 

each descriptor) among the individuals belonging to the 

neighbor cluster 𝐶𝑛𝑏, and it is computed as: 

𝑡𝑛𝑏,𝑗 =
∑ ∑ |�̅�𝑛𝑏,𝑗

𝑖 − �̅�𝑛𝑏,𝑗
𝑚 |

𝑛𝑛𝑏
𝑚=𝑖+1

𝑛𝑛𝑏−1
𝑖=1

𝑛𝑛𝑏× (𝑛𝑛𝑏 − 1) ×…×1
   ;  ∀ 𝑗 = 1,… , 𝑛 (3.17) 

where �̅�𝑛𝑏,𝑗
𝑖  is the descriptor 𝑗 of the individual 𝑖 in the cluster 

𝐶𝑛𝑏. 

Definition 11. Number of individuals in the overlapping area 

(𝑁𝐼). The overlapping area is the region where individuals 

from more than two clusters are found. The number of 

individuals in this area is computed by counting the 

individuals in the overlapping area of the clusters 𝐶𝑘 and 𝐶𝑛𝑏, 

whose distance between its individuals is less than 𝑡𝑛𝑏,𝑗. For 

this, it is required to identify the individuals of each cluster 𝐶𝑘 

and 𝐶𝑛𝑏 that meet that condition, and then, the cardinality of 

the resulting subsets is calculated as: 

𝑁𝑘 = {𝑑(�̅�𝑘,𝑗 , �̅�𝑛𝑏,𝑗) < 𝑡𝑛𝑏,𝑗 ; ∀ 𝑗 = 1,… , 𝑛}  

⇒  𝑁𝑘 = 𝑛(𝑁𝑘𝐼)                                    (3.18) 

𝑁𝑛𝑏 = {𝑑(�̅�𝑘,𝑗 , �̅�𝑛𝑏,𝑗) < 𝑡𝑛𝑏,𝑗 ; ∀ 𝑗 = 1, … , 𝑛} 

⇒  𝑁𝑛𝑏 = 𝑛(𝑁𝑛𝑏𝐼)                                (3.19) 

where 𝑁𝑘 and 𝑁𝑛𝑏 are the number of individuals in the 

overlapping area for the cluster 𝐶𝑘 and 𝐶𝑛𝑏, respectively. The 

total number of individuals in the overlapping area 𝑁𝐼 is: 

𝑁𝐼 = 𝑁𝑘 +𝑁𝑛𝑏                                 (3.20) 

Definition 12. 𝐷𝑘−𝑛𝑏 is the density in the overlapping area 

between two clusters 𝐶𝑘 and 𝐶𝑛𝑏, and it is computed as: 
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𝐷𝑘−𝑛𝑏 =
𝑁𝐼

𝑛𝑛𝑏+ 𝑛𝑘
                          (3.21) 

Proposition 3. Two clusters 𝐶𝑘 and 𝐶𝑛𝑏 are merged, if 

𝐷𝑘−𝑛𝑏 ≥ 𝐷𝑡. 𝐷𝑡 ∈ [0,1] is a density threshold set by the user. 

A high 𝐷𝑡 value implies a greater density of individuals in the 

overlapping area.  

Figure 3.8 shows the cases in which the condition of 

Proposition 3 is not satisfied.  

𝜌𝑛𝑒𝑤,𝑗(𝑡) = �̅�𝑗                                              (3.22) 
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(b) 

Figure 3.8. Graphical example to assign a new sample to a 

cluster, when Proposition 3 is not met, (a) the sample creates a 

new cluster, (b) the sample is assigned to a pre-existing cluster. 

It is observed that the new individual �̅� increases the density 

of the overlapped area between the clusters 𝐶𝑘 and 𝐶𝑛𝑏. 
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However, if 𝐷𝑘−𝑛𝑏 < 𝐷𝑡, then the algorithm does not proceed 

to do the merge process, considering that there is not 

enough similarity between the two analyzed partitions. 

If the object is not merged, then it becomes the first element 

of a new cluster 𝐶𝑘 = 𝐶𝑛𝑒𝑤. Figure 3.9 shows the cases in 

which the Proposition 3 is satisfied. It is observed that the 

new individual �̅� increases the density of the overlapped 

area between the clusters 𝐶𝑘 and 𝐶𝑛𝑏 computed with (3.21). 

If 𝐷𝑘−𝑛𝑏 ≥ 𝐷𝑡, then the algorithm proceeds to do the merge 

process, considering that there is enough similarity between 

the two analyzed groups. 

Definition 13. Resulting New Cluster (𝐶𝑛𝑒𝑤  ) with 𝑛𝑘+𝑛𝑛𝑏 

elements. The resulting cluster after the merge process is 

given by the tuple: 

𝐶𝑛𝑒𝑤 = {𝜌𝑛𝑒𝑤,𝑗 , �̅�𝑘 ∪ �̅�𝑛𝑏, 𝑖𝑛𝑑𝑒𝑥− 𝑛𝑒𝑤}       (3.23) 

𝜌𝑛𝑒𝑤,𝑗 =
1

𝑛𝑘 +𝑛𝑛𝑏
∑ �̅�𝑛𝑒𝑤,𝑗

𝑡

𝑛𝑘+𝑛𝑛𝑏

𝑡=1

           (3.24) 

where �̅�𝑛𝑒𝑤,𝑗
𝑡  is the descriptor 𝑗 of the individual 𝑡 in the 

clusters 𝐶𝑘 and 𝐶𝑛𝑏 that form the new cluster 𝐶𝑛𝑒𝑤 . 

 

Cnb

Ck

Input feature  o1

In
p
u

t 
fe

a
tu

re
  
o

2

O

Cnew =Ck U Cnb

Input feature  o1

In
p
u

t 
fe

a
tu

re
  

o
2

O

Overlapped 

area
Merging process

d(ok,j ,onb,j )

Dk-nb>Dt

 
(a) 



 

51 

Cnb

Ck

Input feature  o1

In
p

u
t 

fe
a

tu
re

  
o

2 O

Input feature  o1

In
p

u
t 

fe
a

tu
re

  
o

2

O

Overlapped 

area Merging process

Cnew =Ck U Cnb

d(ok,j ,onb,j )

Dk-nb>Dt

 
(b) 

Figure 3.9. Graphical example to assign a new sample to a 

cluster, if Proposition 3 is met, (a) the algorithm merges the 

individual to the neighbor cluster, (b) the algorithm merges the 

cluster where the individual was assigned with the neighbor 

cluster 

As shown in Figure 3.9, each time that an individual is 

assigned to a cluster, it is evaluated if the density of the 

overlapping area has increased. The density is considered 

as a requirement to determine if the merge process should 

be executed according to the threshold 𝐷𝑡.  

3.2.3  General procedure of LAMDA-RD 

The scheme of Figure 3.10 details the LAMDA-RD based on 

distances and densities and the additional steps of our 

approach (marked in the red boxes). The first step is the 

normalization of the descriptors of the individual. Next, the 

𝑅𝑀𝐴𝐷 calculations are made for each descriptor in each 

cluster, using the Cauchy function, which considers the 𝐾𝑘,�̅� 

parameter to penalize the dissimilarity between the 

individual and the clusters based on distances, as shown in 

(3.10)-(3.14). With 𝑅𝑀𝐴𝐷, the 𝐺𝐴𝐷 in each cluster is 

computed, setting a high value for the exigency level (𝛼 =

1), with the aim to get a strict behavior. 
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CMADk,j    (oj|ρk,j ) 

index = NIC
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Statement 3 and Definition 13 

END

Get the neighbor cluster through 

Definition 9

Calculate the threshold tnb,j

Set Dt

Calculate density Dk-nb in 

the overlapping area
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ROBUST DISTANCE
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Figure 3.10. LAMDA-RD algorithm 
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The highest GAD defines the cluster in which the individual 

must be assigned. However, if the maximum GAD 

corresponds to the NIC, then a new cluster is created, being 

this individual the first sample of the new group. In the merge 

stage is evaluated if this process is required between the 

cluster in which the individual was assigned and the 

neighboring cluster, this because the individual can be 

located in the overlapping zone between both clusters, 

fulfilling the merge requirement of Proposition 3. In general, 

the algorithm starts with 𝑚 = 0 when no element has been 

analyzed. When the first sample to be evaluated arrives, 

then the first cluster is created (𝑚= 1) as shown in Figure 

3.10. Next, when the second sample arrives, then it is 

evaluated, and if the conditions established by the algorithm 

are met, then this sample is assigned to cluster 1, otherwise, 

a new cluster is created (𝑚 = 2). This process is followed 

successively for all the samples, until evaluating the last 

sample N, assigning it to one of the current clusters or a new 

one. Thus, the algorithm does not require the definition of 

the number of clusters (𝑚). 
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4. LAMDA IN THE FIELD OF CONTROL 

SYSTEMS 

The application of artificial intelligence to the control theory 

aims to improve the overall performance of a complex 

system. In a control problem, artificial intelligence 

techniques can be used to meet different objectives, such 

as: plant modeling and/or control, system performance 

improvement, calibration and parameterization, among 

others [4]. A current trend is to incorporate artificial 

intelligence techniques into the control systems, in order to 

develop simple controllers that improve the performance 

without needing to know the model of the plant in detail, with 

enough robustness to achieve the control objectives and 

feasible implementations, considering, e.g., low computation 

time during the execution of the algorithms. 

Over the last decades, researchers have devoted much 

effort to the study of SISO uncertain systems. These 

systems can have irregular and unpredictable behavior due 

to uncertainties in modeling [111]. Nonlinear controllers are 

a very useful tool to solve this problem, which is an open-

field research and it is continuously developing new 

alternatives or combining different methodologies that have 

improved the response and behavior of the different systems 

to be controlled [7,112–115]. PID controller is still the most 

used standard tool for industrial applications [116]. The main 

drawback of PID is that its efficiency depends on a correct 

tuning of its scaling gains, a process that can be performed 

with different methodologies. However, in practice, more 

systems cannot be modeled exactly due to undesired 

features, such as non-linearity, and time-variability, which 
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make more difficult to tune the controller parameters. Also, 

some known tuning methods are model-based, so they are 

not suitable in applications of uncertain or variable 

dynamics.  

Fuzzy Logic Control (FLC) is an interesting technique to 

develop intelligent controllers with excellent results in 

several applications. The main features of the FLC [117–

120] are: a) excellent performance in systems in which the 

model of the system to be controlled is not exactly known 

[121], b) it allows to design robust controllers that are 

capable of delivering a satisfactory efficiency against 

uncertainty [111] and, c) a nonlinear controller developed 

empirically can be designed. Unlike the conventional model-

based control techniques, fuzzy controllers require a set of 

heuristic rules to compute the control action to be applied to 

the plant. For the definition of the rules, the designer (expert) 

needs to have prior knowledge of the system operation [122] 

to cover a broader range of operating conditions. Because 

Fuzzy Logic (FL) based techniques do not require an 

accurate model of the plant to be controlled, they are 

considered as intelligent controllers. FL is one of the most 

used artificial intelligence methods for its ability to manage 

ambiguity and allowing reasoning processes under 

uncertainty. In control problems, the artificial intelligence 

methods are widely used to reach different objectives, such 

as plant and controller modeling and design, scaling gains 

calibration and parameterization, system performance 

improvement, among others [4].  

The LAMDA technique, as described in Section 2, bases its 

operation on fuzzy logic.  Therefore, it has been selected for 
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the development of a new controller due to the following 

features: 

 It is a non-iterative identification algorithm. 

 It works in supervised and unsupervised tasks. 

 Low computational complexity (non-iterative algorithm). 

 Its internal structure is known, i.e., it is a white box where 

all its parameters can be accessed. 

 Easy implementation in programing terms; it does not 

involve complex routines or mathematical operations. 

The fixed hidden layers of LAMDA is an additional 

advantage over other methods like Artificial Neural Networks 

(ANN) where the designer must specify this parameter, 

which is not trivial. Being a fuzzy classification/clustering 

algorithm, it does not have an inference method because 

original LAMDA only assigns elements to a class or cluster 

based on similarity. That is why in this work an inference 

method is proposed that allows taking a corrective action 

that takes the system to the desired class from the current 

class. In other words, the idea is that the controller can take 

the system from a current functional state to a desired one. 

Different LAMDA approaches applied in the field of control 

systems are presented in detail in the following subsections. 

Initially, the Rule-based LAMDA proposal is formalized, in 

which an inference method applied to the algorithm is 

established, to convert it into a fuzzy controller. With these 

bases, the LAMDA Sliding-Mode Control (LSMC) controller 

is detailed, a proposal with robust characteristics and 

chattering free based on the Lyapunov theory to guarantee 



 

57 

the stability. Then, the Adaptive LAMDA proposal is 

presented, which can self-adjust its internal parameters to 

model and control systems based on online learning. Finally, 

the SMC based on Z-numbers (ZLSMC) approach is 

formalized, which makes use of the reliability concepts to 

improve the performance of the controller. Also, it uses the 

deviation between the reference and the current system 

output as a measurement criterion. 

4.1  Rule-based LAMDA 

Once the information of the object defined by its descriptors 

is available, LAMDA identifies the current state of the system 

and takes it to the desired state. For this purpose, it is 

necessary to define rules based on the system knowledge, 

which is also carried out in conventional fuzzy controllers. 

The analytic expression that summarizes the fuzzy logic 

system inference mechanism considering the classes in 

LAMDA is represented as follows:  

𝑅𝑢𝑙𝑒(𝑘): 𝐼𝐹 𝑜1 𝑖𝑠 𝐹1
𝑝 𝑎𝑛𝑑… 𝑜𝑗 𝑖𝑠 𝐹𝑗

𝑞…𝑎𝑛𝑑   

𝑜𝑙 𝑖𝑠 𝐹𝑙
𝑟  𝑇𝐻𝐸𝑁 𝑦𝑘 𝑖𝑠 𝐺𝑘      (4.1) 

where 𝑅𝑢𝑙𝑒(𝑘) is the rule applied for the class (functional 

state) 𝑘, 𝑜𝑗 is the descriptor 𝑗 of the object 𝑂, with 𝑈𝑗 the 

universe of discourse that corresponds to the values that 

each descriptor 𝑗 can take. The output linguistic variable 𝑦𝑘 

is defined on a universe of discourse 𝑉. 𝐹𝑗 = {𝐹𝑗
𝑞:𝑞 =

1,2,… , 𝑄} is a fuzzy set on 𝑈𝑗 with 𝑄 the number of linguistic 

values (fuzzy partitions), and 𝐺𝑘 is a fuzzy set on 𝑉. 

Because LAMDA does not have an inference mechanism, 

the presented proposal is based on using the GADs. We 

propose to use the first order TSK inference method [123], 
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where 𝐺𝑘 = 𝛾𝑘 , with 𝛾𝑘  a constant value (weight) specified 

for each class which is described in detail in subsection 4.2. 

To compute the crisp output, it is proposed: 

𝑢 =  𝛤∑𝛾𝑘𝐺𝐴𝐷𝑘,�̅�

𝑚

𝑘=1

                          (4.2) 

where 𝑢 is the controller output, 𝛾𝑘  is the weight applied in 

the 𝑘 − 𝑡ℎ rule, and 𝛤 is an adjustment parameter to saturate 

the output. The parameter 𝛤 is computed as: 

𝛤 = |
argamax(𝛾𝑘) 

∑ 𝛾𝑘𝐺𝐴𝐷𝑘,argmax(�̅�) 
𝑚 
𝑘=1

|                          (4.3) 

 

where function 𝐺𝐴𝐷𝑘,argmax(�̅�) returns the value of the GAD 

calculated for the maximum value of each descriptor. 

Finally, replacing (4.3) in (4.2), the crisp control action 

computed by LAMDA for an object �̅� is: 

𝑢 =  |
argamax(𝛾𝑘) 

∑ 𝛾𝑘𝐺𝐴𝐷𝑘,argmax(�̅�) 
𝑚 
𝑘=1

|∑𝛾𝑘𝐺𝐴𝐷𝑘,�̅�

𝑚

𝑘=1

           (4.4) 

In (4.4), the controller output depends on the GADs and the 

centers of the classes 𝜌𝑘,𝑗 (used for the calculation of the 

MADs) defined in the training (design) stage, which remains 

fixed during the operation of LAMDA as a controller. The 

scheme of the LAMDA controller is shown in Figure 4.1 

[124], which has three layers. The number of nodes in each 

layer depends on the number of descriptors and their fuzzy 

sets. Based on the fact that all descriptors are considered to 

have the same number of classes "𝑐," the total number of 

classes is 𝑚 = 𝑐𝑙 (with 𝑙: the number of descriptors of one 
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object, see (2.1)) and the number of nodes in each layer is, 

for layer 1: 𝑙𝑐 nodes, for layers 2: 𝑚 nodes, and for layer 3: 

1 node. Note that using LAMDA as controller, it is not 

consider the effects of the NIC in the algorithm, since it will 

always assigns the object 𝑂 (input data) to one of the 

previously defined classes.  

CLASS C1

MAD (C1 , o1 )

MAD (C1 , oj )

MAD (C1 , ol )

CLASS Cm

MAD (Cm , o1 )

MAD (Cm , oj )

MAD (Cm , ol )

O

o1

oj

ol

GAD1

GADm

T-norm

S-norm

T-norm

S-norm

Inference

MAD calculation
GAD Calculation

u

CLASS Ck

MAD (Ck , o1 )

MAD (Ck , oj )

MAD (Ck , ol )

GADk

T-norm

S-norm

α 

input

 

Layer 1
Layer 2

Inference

Layer 3

 

Figure 4.1. Scheme of the proposed LAMDA controller 

4.2  LAMDA Sliding-Mode Control (LSMC) 

4.2.1 System description and fundamentals of SMC 

In this subsection, a class of SISO continuous nonlinear 

systems with external bounded disturbances is described. 

These 𝑛-th nonlinear systems are represented in state-

space as: 

�̇�𝑖(𝑡) = 𝑥𝑖+1(𝑡),       𝑖 = 1,… , 𝑛 − 1  

�̇�𝑛(𝑡) = 𝐴(𝑋(𝑡),𝑡) + 𝑏(𝑋(𝑡), 𝑡)𝑢(𝑡)+ 𝑑(𝑡)              (4.5) 
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where 𝑋(𝑡) = [𝑥1(𝑡),𝑥2(𝑡),… , 𝑥𝑛(𝑡)]
𝑇 =

[𝑥(𝑡), �̇�(𝑡),… , 𝑥(𝑛−1)(𝑡)]
𝑇
ϵ ℜ𝑛 is the state vector of the 

system, which is measurable, 𝐴(𝑋(𝑡), 𝑡) and 𝑏(𝑋(𝑡), 𝑡) are 

not exactly known, continuous and nonlinear bounded 

functions, such that |𝐴(𝑋(𝑡), 𝑡)| ≤ 𝛽𝐴, with 𝛽𝐴 the upper/lower 

bound of the function 𝐴(𝑋(𝑡), 𝑡), 𝑢(𝑡) ∈ ℜ is the control input, 

the upper/lower bound of the disturbance 𝑑(𝑡) ∈ ℜ is 𝛽𝑑, 

such that 

|𝑑(𝑡)| ≤ 𝛽𝑑. 𝑏(𝑋(𝑡), 𝑡) is upper and lower bounded such as 

0 < 𝑏 < |𝑏(𝑋(𝑡), 𝑡)| < 𝑏. [122]. 

The control objective is to design a control law for the system 

state 𝑋(𝑡) to track the desired state trajectory 𝑋𝑑(𝑡) in the 

presence of external disturbances and model uncertainties.  

Considering the desired state trajectory 𝑋𝑑(𝑡) as: 

  𝑋𝑑(𝑡) = [𝑥𝑑1(𝑡), 𝑥𝑑2(𝑡),… , 𝑥𝑑𝑛(𝑡)]
𝑇                        

𝑋𝑑(𝑡) = [𝑥𝑑(𝑡), �̇�𝑑(𝑡),… , 𝑥𝑑
(𝑛−1)(𝑡)]

𝑇
            (4.6) 

The tracking error is defined as:  

𝐸(𝑡) = 𝑋𝑑(𝑡)− 𝑋(𝑡) 

= [𝑥𝑑1(𝑡),𝑥𝑑2(𝑡),… , 𝑥𝑑𝑛(𝑡)]
𝑇− [𝑥1(𝑡),𝑥2(𝑡),… , 𝑥𝑛(𝑡)]

𝑇         

= [𝑒1(𝑡),𝑒2(𝑡),… , 𝑒𝑛(𝑡)]
𝑇 = [𝑒(𝑡), �̇�(𝑡),… , 𝑒 (𝑛−1)(𝑡)]

𝑇
 (4.7) 

Then, the controller is designed, such that for any desired 

state 𝑋𝑑(𝑡), the resulting tracking error vector satisfies: 

𝑙𝑖𝑚
𝑡→∞

‖𝐸(𝑡)‖ = 𝑙𝑖𝑚
𝑡→∞

‖𝑋𝑑(𝑡)− 𝑋(𝑡)‖ = 0           (4.8) 

where ‖∙‖ is the Euclidean norm of the vector 

The idea behind SMC is to define a continuous surface in 

which the process can slide to its desired state trajectory. 



 

61 

The selected sliding surface is an integro-differential 

equation addressed in [125], defined as: 

𝑠(𝑡) = (
𝑑

𝑑𝑡
+ 𝜆)

𝑛

∫𝑒(𝑡) 𝑑𝑡                    (4.9) 

where 𝑛 is the system order, and 𝜆 is a strictly positive 

constant that helps define the sliding hyperplane. 

The control objective is to satisfy (4.8); that is, the system 

state is equal to the desired state as the time tends to infinite. 

When this happens, (4.9) reaches a constant value and the 

system is in the sliding mode satisfying �̇�(𝑡) = 0. Therefore, 

the equivalent (continuous) control law, from (4.5) is 

computed as: 

𝑢𝑐 =
1

𝑏(𝑋(𝑡), 𝑡)
[−𝐴(𝑋(𝑡),𝑡) − 𝑑(𝑡) − �̇�𝑑(𝑡)]           (4.10) 

Based on the Lyapunov stability theory, a Lyapunov function 

𝑉 can be defined as: 

𝑉(𝑠(𝑡)) =
1

2
𝑠(𝑡)2                              (4.11) 

Moreover, the derivative of 𝑉 is: 

�̇�(𝑠(𝑡)) = 𝑠(𝑡)�̇�(𝑡) = 𝑠(𝑡)[(
𝑑

𝑑𝑡
+ 𝜆)

𝑛

𝑒(𝑡)]            (4.12) 

If (4.12) is negative for all 𝑠(𝑡) ≠ 0, then the reaching 

condition is obtained. Particularly, the control action 𝑢 is 

designed to guarantee that the states are hitting on the 

sliding surface [126]. In the conventional SMC, the reaching 

(discontinuous) control law 𝑢𝑑 is defined as [127]: 

𝑢𝑑 = 𝐾𝐷𝑠𝑖𝑔𝑛(𝑠(𝑡))                            (4.13) 
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where 𝐾𝐷 is the switching gain. According to Lyapunov 

theory, the state vector of the system approaches the 

hyperplane if  �̇� ≤ −𝐾𝐷|𝑠|. Thus, control action 𝑢 is: 

𝑢 =  𝑢𝑐 +𝑢𝑑                                     (4.14) 

4.2.2 The proposed approach of LSMC 

Considering the system presented in (4.5), a traditional SMC 

controller can be designed if the plant model is known. The 

LSMC method is focused on designing a control law that can 

be applied in that class of SISO continuous nonlinear 

systems whose parameters are variable, uncertain, or 

cannot be accurately defined. To achieve this goal, two 

points are raised in this document: 

 Based on the fundamentals of the SMC, select a suitable 

sliding surface [117]. 

 Apply LAMDA to reach and maintain the system on the 

sliding surface in the presence of uncertainties in the 

model and external disturbances, eliminating the 

phenomenon known as chattering that occurs in the 

conventional SMC [112]. 

The following procedure is used to compute 𝑢𝑐 and 𝑢𝑑 with 

LAMDA for the system defined in (4.5):  

The sliding surface shown in (4.9) is selected; developing 

that mathematical expression: 

𝑠(𝑡) = (
𝑑𝑛

𝑑𝑡
+ 𝑟𝑛−1𝜆

𝑑𝑛−1

𝑑𝑡
+ 𝑟𝑛−2𝜆

2
𝑑𝑛−2

𝑑𝑡
+⋯+ 𝑟1𝜆

𝑛−1
𝑑

𝑑𝑡

+ 𝜆𝑛)∫ 𝑒(𝑡) 𝑑𝑡                                           (4.15) 
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where  { 𝑟𝑛−1 ,𝑟n−2 ,… , 𝑟1} are the terms obtained by solving 

the polynomial of (4.9) with power 𝑛. 

Solving (4.15), the following expression is obtained: 

𝑠(𝑡) =
𝑑𝑛−1𝑒(𝑡)

𝑑𝑡
+ 𝑟𝑛−1𝜆

𝑑𝑛−2𝑒(𝑡)

𝑑𝑡
+ 𝑟𝑛−2𝜆

2
𝑑𝑛−3𝑒(𝑡)

𝑑𝑡
+⋯

+ 𝑟1𝜆
𝑛−1𝑒(𝑡) + 𝜆𝑛∫𝑒(𝑡) 𝑑𝑡                    (4.16) 

Then, the derivative of (4.16) becomes: 

�̇�(𝑡) =
𝑑𝑛𝑒(𝑡)

𝑑𝑡
+ 𝑟𝑛−1𝜆

𝑑𝑛−1𝑒(𝑡)

𝑑𝑡
+ 𝑟𝑛−2𝜆

2
𝑑𝑛−2𝑒(𝑡)

𝑑𝑡
+⋯

+ 𝑟1𝜆
𝑛−1

𝑑𝑒(𝑡)

𝑑𝑡
+ 𝜆𝑛𝑒(𝑡)         

    = 𝑒(𝑛)(𝑡)+ 𝑟𝑛−1𝜆𝑒
(𝑛−1)+ 𝑟𝑛−2𝜆

2𝑒(𝑛−2)+⋯+ 𝑟1𝜆
𝑛−1�̇�(𝑡)

+ 𝜆𝑛𝑒(𝑡) 

 = 𝑒(𝑛)(𝑡)+∑𝑟𝑛−𝑖𝜆
𝑖𝑒 (𝑛−𝑖)

𝑛

𝑖=1

                                              (4.17) 

with 𝑟0 = 1 and 𝑒(0)(𝑡) = 𝑒(𝑡). From (4.7): 

𝑒(𝑛)(𝑡) = �̇�𝑑𝑛(𝑡)− �̇�𝑛(𝑡)                    (4.18) 

Replacing (4.5) in (4.18) : 

𝑒(𝑛)(𝑡) = �̇�𝑑𝑛(𝑡) − 𝐴(𝑋(𝑡), 𝑡) − 𝑏(𝑋(𝑡), 𝑡)𝑢 − 𝑑(𝑡)     (4.19) 

and replacing (4.19) in (4.17) it is obtained: 

�̇�(𝑡) = �̇�𝑑𝑛(𝑡)− 𝐴(𝑋(𝑡), 𝑡) − 𝑏(𝑋(𝑡), 𝑡)𝑢 − 𝑑(𝑡) 

+∑𝑟𝑛−𝑖𝜆
𝑖𝑒(𝑛−𝑖)

𝑛

𝑖=1

           (4.20) 

Considering the continuous control law 𝑢 = 𝑢𝑐 in (4.20), the 

following is obtained: 

�̇�(𝑡) = �̇�𝑑𝑛(𝑡)− 𝐴(𝑋(𝑡), 𝑡) − 𝑏(𝑋(𝑡), 𝑡)𝑢𝑐 −𝑑(𝑡) 
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+∑𝑟𝑛−𝑖𝜆
𝑖𝑒(𝑛−𝑖)

𝑛

𝑖=1

           (4.21) 

The objective is to satisfy  �̇�(𝑡) = 0  with the control action 

𝑢𝑐. For the design of the controller, it is necessary only to 

know the sign of 𝑏(𝑋(𝑡), 𝑡), in order to establish the rules 

based on the classes of LAMDA. 

In this work, we chose  five classes that define the functional 

states of �̇�(𝑡). These are 𝑁𝐵: Negative Big, 𝑁𝑆: Negative 

Small, 𝑍𝐸: zero, 𝑃𝑆: Positive Small and 𝑃𝐵: Positive Big, 

values used to establish the rules that allow to compute 𝑢𝑐 

required to satisfy �̇�(𝑡) = 0. In sub-Section 5.2.1.2.1, a brief 

sensitivity analysis of the number of classes is presented, to 

determine how this parameter affects the controller 

performance.  

For simple handling of the classes and the control output, 

the classes are standardized between [-1,1] [121]: 𝑁𝐵 = −1,

𝑁𝑆 = −0.5, 𝑍𝐸 = 0, 𝑃𝑆 = 0.5 and 𝑃𝐵 = 1. These values  

have been chosen initially to establish the rules that define 

the behavior of the controller. However, for proper 

calibration, the gain 𝑘1 is used for the input �̇�(𝑡) (as shown 

in Figure 4.2), and for the control output, is proposed: 

𝑢𝑐 = 𝑘𝑐𝑢𝑛𝑐                                      (4.22) 

𝑢𝑐 = 𝑘𝑐𝐿𝑆𝑀𝐶(�̇�) ;   𝑘𝑐 > 0                          (4.23) 

where 𝑢𝑛𝑐 ∈ [−1,1] is the normalized control action of the 

continuous part, and 𝑘𝑐 is its corresponding scaling gain. 

Assuming that 𝑏(𝑋(𝑡), 𝑡) > 0, based on  (4.21), it is noted 

that �̇�(𝑡) decreases as 𝑢𝑐 increases, and �̇�(𝑡) increases as 

𝑢𝑐 decreases. This information is sufficient for the definition 



 

65 

of rules that allow obtaining �̇�(𝑡) = 0. For instance, if �̇�(𝑡) is 

PB, then large positive control action 𝑢𝑐 is needed in order 

to decrease quickly �̇�(𝑡). If �̇�(𝑡) = 𝑍𝐸 (desired condition), 

then no control action is required, thus 𝑢𝑐 = 𝑍𝐸. 

Based on this analysis, it has been designed the rule table 

corresponding to the continuous part control actions, which 

is shown in Table 4.1. Unlike [111,112,122], LSMC does not 

require the complete model of the system to be controlled 

since, based on LAMDA, the controller is designed for the 

continuous part. 

Table 4.1. Rule table of LSMC for �̇�(𝑡) 

 �̇�(𝑡) 

 NB NS Z PS PB 

𝑏(𝑋(𝑡), 𝑡) > 0 
𝛾1
= 𝑁𝐵 

𝛾2
= 𝑁𝑆 

𝛾3
= 𝑍𝐸 

𝛾4
= 𝑃𝑆 

𝛾5
= 𝑃𝐵 

𝑏(𝑋(𝑡), 𝑡) < 0 
𝛾1
= 𝑃𝐵 

𝛾2
= 𝑃𝑆 

𝛾3
= 𝑍𝐸 

𝛾4
= 𝑁𝑆 

𝛾5
= 𝑁𝐵 

 
Now, It is necessary to compute the control action 𝑢𝑑 that 

attracts the states of the system towards the sliding surface. 

For this, it is selected the Lyapunov function in (4.11). 

The derivative of (4.11) becomes: 

�̇�(𝑠(𝑡)) = 𝑠(𝑡)�̇�(𝑡)                             (4.24) 

Here, based on the Lyapunov stability theory, it is necessary 

to satisfy the following condition: 

𝑠(𝑡)�̇�(𝑡) < 0                                (4.25) 

Replacing (4.21) in (4.25) considering only the 

discontinuous part of the control 𝑢 = 𝑢𝑑: 

𝑠(𝑡)�̇�(𝑡) = 𝑠(𝑡)�̇�𝑑𝑛(𝑡)− 𝑠(𝑡)𝐴(𝑋(𝑡),𝑡) − 𝑠(𝑡)𝑏(𝑋(𝑡), 𝑡)𝑢𝑑 − 
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𝑠(𝑡)𝑑(𝑡) + 𝑠(𝑡)∑𝑟𝑛−𝑖𝜆
𝑖𝑒 (𝑛−𝑖)

𝑛

𝑖=1

< 0 (4.26) 

In (4.26), if 𝑠(𝑡)�̇�(𝑡) is negative for all 𝑠(𝑡) ≠ 0, then the 

existence of the sliding mode is guaranteed [121], that is, the 

states of the system are attracted from any initial state to the 

sliding surface. 

For the computation of  𝑢𝑑, two cases can be analyzed 

depending on the sign of 𝑏(𝑋, 𝑡). From (4.26), assuming 

𝑏(𝑋(𝑡), 𝑡) > 0: 

 If 𝑠(𝑡) > 0 and 𝑢𝑑 increases, then the product 𝑠(𝑡)�̇�(𝑡) 

decreases and vice versa.  

 If 𝑠(𝑡) < 0 and 𝑢𝑑 increases, then the product 𝑠(𝑡)�̇�(𝑡) 

increases, and if 𝑢𝑑 decreases, then 𝑠(𝑡)�̇�(𝑡) decreases.  

From this analysis, it is proposed to generate a control action 

𝑢𝑑 to satisfy 𝑠(𝑡)�̇�(𝑡) < 0. 

Five classes are established for 𝑠(𝑡) and �̇�(𝑡), defined as 

𝑁𝐵, 𝑁𝑆, 𝑍𝐸, 𝑃𝑆, 𝑃𝐵 (the same for 𝑢𝑐). Due to the 

normalization of the classes, the gain 𝑘2 is added (as shown 

in Figure 4.2), which is used for the input 𝑠(𝑡), and the control 

output is: 

𝑢𝑑 = 𝑘𝑑𝑢𝑛𝑑                                    (4.27) 

𝑢𝑑 = 𝑘𝑑𝐿𝑆𝑀𝐶(𝑠, �̇�)     ;    𝑘𝑑 > 0                (4.28) 

where 𝑢𝑛𝑑 ∈ [−1,1] is the normalized control action of the 

discontinuous part, and 𝑘𝑑 is its scaling factor. 

The rule table for the discontinuous control action is shown 

in Table 4.2 for the case 𝑏(𝑋(𝑡), 𝑡) > 0. 
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Table 4.2. Rule table of LSMC for 𝑠(𝑡) and �̇�(𝑡) with 𝑏(𝑋(𝑡), 𝑡) > 0 

 
�̇�(𝑡) 

NB NS ZE PS PB 

𝑠(𝑡) 

PB 
𝛾5
= 𝑍𝐸  

𝛾10
= 𝑍𝐸 

𝛾15
= 𝑃𝑆 

𝛾20
= 𝑃𝐵 

𝛾25
= 𝑃𝐵 

PS 
𝛾4
= 𝑍𝐸 

𝛾9
= 𝑍𝐸 

𝛾14
= 𝑃𝑆 

𝛾19
= 𝑃𝐵 

𝛾24
= 𝑃𝐵 

ZE 
𝛾3
= 𝑁𝐵 

𝛾8
= 𝑁𝑆 

𝛾13
= 𝑍𝐸 

𝛾18
= 𝑃𝑆 

𝛾23
= 𝑃𝐵 

NS 
𝛾2
= 𝑁𝐵 

𝛾7
= 𝑁𝐵 

𝛾12
= 𝑁𝑆 

𝛾17
= 𝑍𝐸 

𝛾22
= 𝑍𝐸 

NB 
𝛾1
= 𝑁𝐵 

𝛾6
= 𝑁𝐵 

𝛾11
= 𝑁𝑆 

𝛾16
= 𝑍𝐸 

𝛾21
= 𝑍𝐸 

The proposed method to design the rule table is as follows: 

 Positioning in the row of 𝑠(𝑡) = 0, bring �̇�(𝑡) to zero using 

the same rules presented in Table 4.1, considering for 

this example 𝑏(𝑋(𝑡), 𝑡) > 0.  

 In the class 𝐶1 , where 𝑠(𝑡) = 𝑁𝐵 and �̇�(𝑡) = 𝑁𝐵, the 

product 𝑠(𝑡)�̇�(𝑡) is 𝑃𝐵. Therefore, based on (4.26) 

considering 𝑠(𝑡) < 0, a negative control input is required 

(𝑢𝑑 = 𝑁𝐵) to quickly decrease 𝑠(𝑡)�̇�(𝑡). The same 

situation is presented in the classes 𝐶2 ,𝐶6, 𝐶7.  

 In the class 𝐶5, where 𝑠(𝑡) = 𝑃𝐵 and �̇�(𝑡) = 𝑁𝐵, the 

product 𝑠(𝑡)�̇�(𝑡) is 𝑁𝐵. Therefore, no change in the 

control action 𝑢𝑑 is required, thus 𝑢𝑑 = 𝑍𝐸. The other 

classes in which no change in the control action is 

required because the condition is met are: 𝐶4,𝐶9, 𝐶10, 𝐶16, 

𝐶17, 𝐶21 and 𝐶22 . 

 In the class 𝐶25 , where 𝑠(𝑡) = 𝑃𝐵 and �̇�(𝑡) = 𝑃𝐵, the 

product 𝑠(𝑡)�̇�(𝑡) is 𝑃𝐵. Therefore, based on (4.26) 

considering 𝑠(𝑡) > 0, large positive control input is 
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required (𝑢𝑑 = 𝑃𝐵) to quickly decrease 𝑠(𝑡)�̇�(𝑡). The 

same situation is presented in the classes 𝐶19,𝐶20 ,𝐶24.  

 In the class 𝐶11, where 𝑠(𝑡) = 𝑁𝐵 and �̇�(𝑡) = 𝑍𝐸, the 

product 𝑠(𝑡)�̇�(𝑡) is 𝑍𝐸. Therefore, based on (4.25) with 

𝑠(𝑡) < 0, to ensure that the condition 𝑠(𝑡)�̇�(𝑡) < 0 is 

always met, a control action 𝑢𝑑 = 𝑁𝑆 is applied. The 

same situation is presented in the class 𝐶12.  

 In the class 𝐶15, where 𝑠(𝑡) = 𝑃𝐵 and �̇�(𝑡) = 𝑍𝐸, the 

product 𝑠(𝑡)�̇�(𝑡) is 𝑍𝐸. Therefore, based on (4.25) with 

𝑠(𝑡) > 0, to ensure that the condition 𝑠(𝑡)�̇�(𝑡) < 0 is 

always met, a control action 𝑢𝑑 = 𝑃𝑆 is applied.  

LSMC removes the chattering present in the conventional 

SMC, replacing the discontinuous sign function using the 

fuzzy logic rules and the classes defined in LAMDA. For the 

case when 𝑏(𝑋(𝑡), 𝑡) < 0, Table 4.3 is obtained with a similar 

analysis as the one presented before. Finally, the overall 

control action is computed as: 

𝑢 =  𝑘𝑐𝐿𝑆𝑀𝐶(�̇�) + 𝑘𝑑𝐿𝑆𝑀𝐶(𝑠, �̇�)           (4.29) 

Table 4.3. Rule table of LSMC for 𝑠(𝑡) and �̇�(𝑡) with 𝑏(𝑋(𝑡), 𝑡) < 0 

 
�̇�(𝑡) 

NB NS ZE PS PB 

𝑠(𝑡) 

PB 
𝛾5
= 𝑍𝐸 

𝛾10
= 𝑍𝐸 

𝛾15
= 𝑁𝑆 

𝛾20
= 𝑁𝐵 

𝛾25
= 𝑁𝐵 

PS 
𝛾4
= 𝑍𝐸 

𝛾9
= 𝑍𝐸 

𝛾14
= 𝑁𝑆 

𝛾19
= 𝑁𝐵 

𝛾24
= 𝑁𝐵 

ZE 
𝛾3
= 𝑃𝐵 

𝛾8
= 𝑃𝑆 

𝛾13
= 𝑍𝐸 

𝛾18
= 𝑁𝑆 

𝛾23
= 𝑁𝐵 

NS 
𝛾2
= 𝑃𝐵 

𝛾7
= 𝑃𝐵 

𝛾12
= 𝑃𝑆 

𝛾17
= 𝑍𝐸 

𝛾22
= 𝑍𝐸 

NB 
𝛾1
= 𝑃𝐵 

𝛾6
= 𝑃𝐵 

𝛾11
= 𝑃𝑆 

𝛾16
= 𝑍𝐸 

𝛾21
= 𝑍𝐸 
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The LSMC scheme is shown in Figure. 4.2, where the blocks 

of the controller applied in the continuous and discontinuous 

part are shown, the descriptors used in each LAMDA block, 

the scaling gains in the inputs and the outputs, and the block 

corresponding to obtain the sliding surface. 
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+
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und.
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Figure 4.2. Block diagram of the LSMC. 

4.2.3 Stability Analysis 

The proposed Lyapunov function V is defined in (4.11) and 

its derivative �̇� is presented in (4.24). 

To guarantee the stability of the system, the derivative �̇� 

must satisfy the condition �̇� < 0. For our case, this condition 

is presented in (4.25) [76]. Therefore, replacing in (4.25) the 

system presented in (4.5), controlled by 𝑢(𝑡) defined in 

(4.29), with 𝑢𝑐 defined in (4.23) and 𝑢𝑑 defined in (4.28), it is 

obtained: 

�̇� = 𝑠(𝑡) (�̇�𝑑𝑛(𝑡)− 𝐴(𝑋(𝑡), 𝑡)

− 𝑏(𝑋(𝑡), 𝑡)(𝑘𝑐𝐿𝑆𝑀𝐶(�̇�) + 𝑘𝑑𝐿𝑆𝑀𝐶(𝑠, �̇�))

− 𝑑(𝑡)+∑𝑟𝑛−𝑖𝜆
𝑖𝑒(𝑛−𝑖)

𝑛

𝑖=1

) < 0                (4.30) 
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In order to prove the stability of the proposed method, from 

(4.30), it is considered that �̇�𝑑𝑛(𝑡) and ∑ 𝑟𝑛−𝑖𝜆
𝑖𝑒(𝑛−𝑖)𝑛

𝑖=1  are 

continuous and bounded [111]: 

|�̇�𝑑𝑛(𝑡)| ≤ 𝛽𝑑𝑛                                   (4.31) 

|∑𝑟𝑛−𝑖𝜆
𝑖𝑒(𝑛−𝑖)

𝑛

𝑖=1

| ≤ 𝛽𝑒                         (4.32) 

where 𝛽𝑑𝑛 and 𝛽𝑒 are unknown positive constants. 

Theorem 1. Consider the system presented in (4.5), 

controlled by 𝑢(𝑡) defined in (4.29), where 𝑢𝑐 is defined in 

(4.23), 𝑢𝑑 is defined in (4.28) and (𝑘𝑐 + 𝑘𝑑) > 𝛽𝑑𝑛 +𝛽𝑒 −

(𝛽𝐴 +𝛽𝑑). Then, the error state trajectory converges to the 

sliding surface 𝑠(𝑡) = 0. 

Proof. The stability demonstration can be addressed in two 

cases, based on the sign of 𝑏(𝑋, 𝑡), as follows:  

 Case 1: Assuming for simplicity 𝑏(𝑋(𝑡), 𝑡) = −1, without 

loss of generality for systems in which 𝑏(𝑋(𝑡), 𝑡) < 1: 

�̇� = 𝑠 (�̇�𝑑𝑛(𝑡)− 𝐴(𝑋(𝑡), 𝑡) + 𝑘𝑐𝐿𝑆𝑀𝐶(�̇�) + 𝑘𝑑𝐿𝑆𝑀𝐶(𝑠, �̇�)

− 𝑑(𝑡) +∑𝑟𝑛−𝑖𝜆
𝑖𝑒(𝑛−𝑖)

𝑛

𝑖=1

)                        (4.33) 

From [72] and Table 4.3, for 𝑏(𝑋(𝑡), 𝑡) < 0, it is 

demonstrated that 𝑘𝑑𝑢𝑑 = −𝑘𝑑|𝑠|, and 𝑘𝑐𝑢𝑐 = −𝑘𝑐|𝑠|, e.g., 

𝑢𝑑 has the opposite sign of �̇�. Thus, replacing (4.31) and 

(4.32) in (4.33): 
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�̇� = 𝑠(�̇�𝑑𝑛(𝑡)− 𝐴(𝑋(𝑡), 𝑡) + 𝑘𝑐𝐿𝑆𝑀𝐶(�̇�) + 𝑘𝑑𝐿𝑆𝑀𝐶(𝑠, �̇�)

− 𝑑(𝑡) +∑𝑟𝑛−𝑖𝜆
𝑖𝑒(𝑛−𝑖)

𝑛

𝑖=1

) 

≤ 𝛽𝑑𝑛|𝑠|− 𝛽𝐴|𝑠| − 𝑘𝑐|𝑠| − 𝑘𝑑|𝑠| − 𝛽𝑑|𝑠| + 𝛽𝑒|𝑠|         (4.34) 

�̇� ≤  𝛽𝑑𝑛|𝑠| − 𝛽𝐴|𝑠| − 𝑘𝑐 |𝑠| − 𝑘𝑑|𝑠| − 𝛽𝑑|𝑠| + 𝛽𝑒|𝑠| 

= [−(𝑘𝑐 + 𝑘𝑑) + (𝛽𝑑𝑛+𝛽𝑒 − 𝛽𝐴 −𝛽𝑑)]|𝑠|         (4.35) 

Therefore, to fulfill that 𝑠(𝑡)�̇�(𝑡) < 0, it is required to satisfy:  

(𝑘𝑐 + 𝑘𝑑) > 𝛽𝑑𝑛 +𝛽𝑒 − (𝛽𝐴 +𝛽𝑑)             (4.36) 

 Case 2: Assuming for simplicity 𝑏(𝑋(𝑡), 𝑡) = 1, without 

loss of generality for systems in which 𝑏(𝑋(𝑡), 𝑡) > 0: 

�̇� = 𝑠 (�̇�𝑑𝑛(𝑡)− 𝐴(𝑋(𝑡), 𝑡) − 𝑘𝑐𝐿𝑆𝑀𝐶(�̇�) − 𝑘𝑑𝐿𝑆𝑀𝐶(𝑠, �̇�)

− 𝑑(𝑡) +∑𝑟𝑛−𝑖𝜆
𝑖𝑒(𝑛−𝑖)

𝑛

𝑖=1

)                        (4.37) 

From [72] and Table 4.2, for 𝑏(𝑋(𝑡), 𝑡) > 1, it is 

demonstrated that 𝑘𝑑𝑢𝑑 = 𝑘𝑑|𝑠| and 𝑘𝑐𝑢𝑐 = 𝑘𝑐|𝑠|. Thus, 

replacing (4.31) and (4.32) in (4.37): 

�̇� = 𝑠(�̇�𝑑𝑛(𝑡)− 𝐴(𝑋(𝑡), 𝑡) − 𝑘𝑐𝐿𝑆𝑀𝐶(�̇�) − 𝑘𝑑𝐿𝑆𝑀𝐶(𝑠, �̇�)

− 𝑑(𝑡) +∑𝑟𝑛−𝑖𝜆
𝑖𝑒(𝑛−𝑖)

𝑛

𝑖=1

)   

≤ 𝛽𝑑𝑛|𝑠| − 𝛽𝐴|𝑠| − 𝑘𝑐|𝑠| − 𝑘𝑑|𝑠| − 𝛽𝑑|𝑠| + 𝛽𝑒|𝑠|  (4.38) 

 

�̇� ≤ 𝛽𝑑𝑛|𝑠|− 𝛽𝐴|𝑠| − 𝑘𝑐|𝑠| − 𝑘𝑑|𝑠| − 𝛽𝑑|𝑠| + 𝛽𝑒|𝑠| 
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= [−(𝑘𝑐 + 𝑘𝑑) + (𝛽𝑑𝑛+𝛽𝑒 − 𝛽𝐴 −𝛽𝑑)]|𝑠|         (4.39) 

It can be seen that (4.35) is equal to (4.39). Therefore, if 

selected (𝑘𝑐 + 𝑘𝑑) > 𝛽𝑑𝑛 +𝛽𝑒 − (𝛽𝐴 +𝛽𝑑), then it is 

concluded that the reaching condition 𝑠(𝑡)�̇�(𝑡) < 0 is always 

satisfied. Therefore, the proof is achieved completely. The 

two cases analyzed are sufficient for the proof of the 

theorem, since as previously analyzed, the only parameter 

to be known is the sign of the function 𝑏(𝑋(𝑡), 𝑡), which, as 

shown in (4.33) and (4.37) does not affect the other variables 

and can be analyzed in a general manner for cases 1 and 2. 

4.2.4 LSMC scaling gains offline calibration 

The LSMC scaling gains (𝑘1 , 𝑘2 ,𝑘𝑐 , 𝑘𝑑) have not a formalized 

equations for proper calibration and we will consider its 

mathematical formalization in a future work, however, the 

parameter 𝜆 can be calibrated with the method presented in 

[127]. Based on this consideration, this work proposes two 

calibration methods for the LSMC: 

 Heuristic (empirical) calibration  

 Offline calibration using Particle Swarm Optimization 

(PSO) 

These two methods have been used to make a comparison 

and analyze if there is a considerable improvement in the 

performance of the controller by performing simulation and 

experiments. 

4.2.4.1 Heuristic calibration 

The heuristic calibration used in this work is based on the 

trial and error method, which, in contrast to the quantitative 

tuning procedures, where the numerical values for the 
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configuration of the parameters of the controllers are 

obtained through the collection of data and analysis, a 

"heuristic" or "trial and error" tuning procedure is one where 

general rules are followed to obtain approximate or 

qualitative results according to the system requirements 

[128]. Most control loops, especially in the case of PID or 

control schemes that do not have formulas for their 

calibration, have been tuned with this method. 

A true heuristic tuning method can be executed if one is 

aware of the characteristic of the process to be controlled, 

knowing the applicability of the control actions based on their 

respective scaling gains. Simply experimenting with random 

values for the scaling gains, it is very tedious at best and 

dangerous at worst if we do not understand what each type 

of control action causes in the process, and its limitations. 

However, the heuristic method can be implemented and 

tested in simulations before going to the real plant, which is 

an advantage in order to validate this methodology for the 

tuning of controllers. 

In this work, the LSMC controller has been calibrated based 

on the measurement and reduction of the Integral Square 

Error “ISE” index (4.43). This index is used because it 

integrates the square of the error over time, penalizing large 

errors more than smaller ones. Therefore, the controller that 

obtains the minimum index performs the best. 

𝐼𝑆𝐸 = ∫ 𝑒2(𝑡)𝑑𝑡
𝑡

0

                                (4.43) 

The method also involves observing the quality of the control 

action, seeking that it is within the energy limits allowed by 

the actuator and observing the output of the system in order 

to obtain an adequate response from qualitative point of 

view. 
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The previously detailed heuristic calibration scheme is 

shown in Figure 4.3. 
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Figure 4.3. Offline optimization of the scaling gains scheme 

4.2.4.2 Particle Swarm Optimization (PSO) 

The evolutionary algorithm PSO is an intelligence algorithm 

based on swarms [5] related to the social behavior of 

animals, such as a group of birds or a swarm of fishes. It 

uses the animal behavior from three point of views: its 

habits, its memory capacity and its cooperation capability.  

In PSO, the population is the number of particles in the 

space, which are initialized in a random way. The 

performance of a particle is measured by an adjustment 

value, which is specific to the problem. Thus, each particle 

will have an adjustment value, which will be evaluated by an 

adjustment function that will be optimized in each 

generation. 

The movement of the different particles is coordinated by a 

speed that has magnitude and direction. Each particle 
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position in any instance of time is influenced by its best 

position and the position of the best particle. Thus for each 

particle, is known its best position, also called "best local", 

and the best position of all the group of particles, called "best 

global". In each generation, the velocity and position of the 

particles are updated as follows [5]: 

 𝒱𝑖
𝑛𝑒𝑤 = 𝐷𝑒𝑐(𝑡)𝑤𝑖0𝒱𝑖 +𝑅𝑎𝑛𝑑𝑜𝑚1𝑤𝑖1(𝑏𝑖 − 𝒳𝑖) 

+𝑅𝑎𝑛𝑑𝑜𝑚2𝑤𝑖2(𝑏𝑔−𝒳𝑖)   (4.40) 

𝒳𝑖
𝑛𝑒𝑤 = 𝒳𝑖+  𝑉𝑖

𝑛𝑒𝑤                                   (4.41) 

Where 𝒳𝑖 is the current position and 𝑏𝑖 is the best position 

of the particle. 𝑏𝑔 is the best global position, 𝒱𝑖 is the velocity 

of each particle, 𝐷𝑒𝑐(𝑡) is a decreasing function, and 𝑤𝑖0 ,

𝑤𝑖1 ,𝑤𝑖2 are the weights of each component. The PSO is 

summarized in Figure 4.4. 

The optimization criterion for the calibration (fitness function 

in the PSO) for this work is the minimization of the ISE. 

Figure 4.5 shows the scheme for the offline optimization of 

the  scaling gains of the LSMC, in which the control loop is 

simulated 𝑛 iterations until the ISE is minimized, meeting the 

stop criterion. The restriction considered is the controller 

output (values minimum and maximum), which will avoid its 

saturation. 
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Figure 4.4. Offline optimization of the scaling gains scheme 
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Figure 4.5. Offline optimization of the scaling gains scheme 
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4.3   Adaptive LAMDA 

In general, the design of the Rule-based LAMDA and LSMC 

can be a time-consuming process, depending on the system 

to be controlled, especially in the stages of scaling gains 

tuning and in the definition of the classes and rules. Also, 

these controllers do not have the ability to automatically 

learn or be adaptive, because their internal values (class 

centers, exigency degree, and consequent parameters) are 

set at the design stage, and they do not change during the 

operation of the control in the process. In order to solve 

these problems, we propose a new method called Adaptive 

LAMDA. 

The background presented in section 2.3, have motivated us 

in this subsection to propose a new approach based on 

LAMDA. The research contribution consists in proposing an 

adaptive learning method for the LAMDA parameters 

update, which allows controlling a system through the 

detection of functional states, the theory on which this 

algorithm is based, without requiring the process model in 

detail.  

Regarding the previous LAMDA controllers the advantages 

of this proposal are the following: 

 The implementation of LAMDA as an identifier is 

proposed for the first time, handling the concept of self-

adjustment of the exigency (𝛼) and the antecedent 

parameters used for the GADs calculation. 

 A stability analysis of the learning algorithm is proposed 

to guarantee a rapid convergence of the estimated output 

towards the desired output. 
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 The proposed scheme, with respect to approaches such 

as those presented in [83,129,130], does not requires to 

compute the output/input gradient of the system to be 

controlled, which reduces the computational cost. 

 This approach has a known number of hidden layers, 

which is an advantage with respect to algorithms such as 

those presented in [9,131], avoiding the heuristic 

definition of the number of internal layers. 

 The proposed learning for LAMDA is based on a hybrid 

learning, which allows a quick convergence to the 

desired output, improving the learning time and 

preventing that solutions be trapped in local minima. This 

is a great advantage over learning methods that only 

work with gradient descent, which is generally slow [14]. 

 The modeling and control of nonlinear systems are based 

on the concept of classes or functional states established 

by the LAMDA theory. 

4.3.1 Adaptive LAMDA Model  

The original LAMDA presents interesting results in 

classification and clustering applications, however, for 

modeling and control, the algorithm needs to work as a 

regressor with the feature of online self-adjustment of 

parameters, for which the addition of layers and a different 

learning method is required. In this work, the addition of a 

first-order T-S fuzzy inference system to LAMDA is 

proposed, due to the excellent results that this method 

presents for modeling and control [132]. This methodology 

establishes that the output of each class is represented as a 

linear combination of input descriptors, plus a constant 
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parameter. Finally, the last output is the weighted average 

of each class output. 

The implementation of the T-S fuzzy inference system 

applied to LAMDA requires the addition of layers 3, 4 and 5 

to the original model presented in Figure 2.1. Figure 4.4 

shows the scheme for the adaptive model, which takes an 

individual �̅� for the computation of the outputs of each layer.  
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Figure 4.6. Adaptive scheme for LAMDA 

The scheme of Figure 4.6 corresponds to a MISO (Multiple-

Input Single-Output) system, with 5 layers, each one with a 

specific function: 

Layer 1: each node in this layer computes the 

𝑀𝐴𝐷𝑘,𝑗(�̅�𝑗,𝜌𝑘,𝑗 , 𝜎𝑘,𝑗) of each descriptor 𝑗  in each class 𝑘, as 

described in (2.5). The set of parameters {𝜌𝑘,𝑗 , 𝜎𝑘,𝑗} must be 

optimized, changing the bell shape by adjusting the classes 
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of the model. These parameters are known as the premise 

parameters of the LAMDA structure. 

Layer 2: Each node in this layer computes the 𝐺𝐴𝐷𝑘,�̅� of 

each class 𝑘 through the aggregation functions and the 

exigency 𝛼 (see (2.7)). This parameter must be optimized, 

changing the exigency degree for the classes of the model, 

and therefore, the linear interpolation between the t-norm 

and t-conorm, which affects the behavior of the GADs. 

Layer 3: In this node, the normalization of each GAD is 

computed, with respect to the sum of all the GAD for each 

class. The normalization is performed by: 

𝑁𝐺𝐴𝐷𝑘,𝑂(𝐺𝐴𝐷1,𝑂 , … , 𝐺𝐴𝐷𝑘,𝑂 ,… , 𝐺𝐴𝐷𝑚,𝑂) =
𝐺𝐴𝐷𝑘,𝑂

∑ 𝐺𝐴𝐷𝑘,𝑂
𝑚
𝑘=1

  (4.43) 

Layer 4: Each node of this layer corresponds to the result of 

multiplying the 𝑁𝐺𝐴𝐷𝑘,�̅� with a first-order T-S function 

𝐻𝑘(∙) for the class 𝑘 that uses the descriptors of the analyzed 

individual, and it is defined by (4.44). This function has 𝑛+ 1 

parameters, that is, it depends on the number of descriptors 

of �̅�. These values are known as consequent parameters. 

𝐻𝑘(�̅�, ℎ𝑘1,… , ℎ𝑘𝑗 ,… , ℎ𝑘𝑛, ℎ𝑘) = 

�̅�1ℎ𝑘1+⋯+ �̅�𝑗ℎ𝑘𝑗 +⋯+ �̅�𝑙ℎ𝑘𝑙+ ℎ𝑘         (4.44) 

and the output of layer 4 is computed by: 

𝑓𝑘(𝑁𝐺𝐴𝐷𝑘,�̅�, 𝐻𝑘) = 𝑁𝐺𝐴𝐷𝑘,�̅�𝐻𝑘               (4.45) 

Layer 5: This layer has only one node, which computes the 

sum of all the inputs, returning the value 𝑂𝑢𝑡𝐿: 

𝑂𝑢𝑡𝐿(𝑓1 ,… , 𝑓𝑘, … 𝑓𝑚) =∑𝑓𝑘

𝑚

𝑘=1

                       (4.46) 
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Using the previous expressions, the construction of an 

Adaptive LAMDA algorithm based on the T-S inference is 

proposed. This model must adjust the premise parameters 

that correspond to the calculation of the 𝑀𝐴𝐷𝑘,𝑗, such as: 

𝜌𝑘,𝑗 ,𝜎𝑘,𝑗, the exigency parameter 𝛼, and the consequent 

parameters in the functions: 𝐻1 ,… ,𝐻𝑘, … ,𝐻𝑚. 

The number of nodes in each layer depends on the number 

of descriptors and the selected fuzzy sets. Based on the fact 

that all descriptors are considered to have the same number 

of classes "𝑐", the total number of classes is 𝑚 = 𝑐𝑙, and the 

number of nodes in each layer is, for layer 1: (𝑙𝑐) nodes, for 

layers 2, 3, 4: 𝑚 nodes, and for layer 5: 1 node. 

4.3.1.1 Hybrid Learning Algorithm 

In the adaptive LAMDA, each node fulfills a function in a 

unidirectional manner. Some of these nodes have 

parameters that are adapted as a result of the learning 

process based on the input and output data. In this process, 

the hybrid learning has been considered. It consists of a step 

forward and a step backward that considerably improves the 

learning time, preventing that solutions be trapped in local 

minima [133], [134].  

The proposed learning has been studied in different works 

where adaptive networks are designed [77,78]. In the first 

stage, a forward pass is carried out with the least-squares 

estimate (LSE) method to adjust the consequent 

parameters, then a backward pass is performed using the 

gradient descent (GD) algorithm to adjust the antecedent 

parameters. The scheme of the hybrid learning is presented 

in Figure 4.7, detailing the two steps for parameters update. 
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Start
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( ρk,j , σk,j , α ) 
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Figure 4.7. Hybrid Learning Scheme 

 Forward pass 

In the forward pass, the learning algorithm keeps fixed the 

antecedent parameters 𝜃 = {𝜌𝑘,𝑗 ,𝜎𝑘,𝑗 , 𝛼} required for the 

calculation of 𝑀𝐴𝐷𝑘,𝑗 and 𝐺𝐴𝐷𝑘,�̅�  in the layers 1 and 2, 

respectively, and the process goes forward until the 

calculation of the nodes 𝑁𝐺𝐴𝐷𝑘,�̅�  in layer 3. 

Layer 4 requires the consequent parameters for all the 

classes 𝐶 =  {𝐶1, . . . , 𝐶𝑘, . . . , 𝐶𝑚}. Thus, the LSE is used for 

the adjustment, considering that the function 𝐻𝑘(∙) is linear 

in the consequent parameters. To demonstrate this, (4.44) 

is developed, considering the 𝑑-th individual �̅�𝑑 =

[�̅�1
𝑑 , . . . , �̅�𝑗

𝑑  , . . . , �̅�𝑙
𝑑] that produces the output 𝑂𝑢𝑡𝐿

𝑑:  
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𝑂𝑢𝑡𝐿
𝑑 = 𝑓1 +⋯+ 𝑓𝑘 +⋯+𝑓𝑚                 (4.47) 

Expressing (4.47) on the terms of 𝐻(∙): 

𝑂𝑢𝑡𝐿
𝑑 = 𝑁𝐺𝐴𝐷1,�̅�𝑑𝐻1+⋯+𝑁𝐺𝐴𝐷𝑘,�̅�𝑑𝐻𝑘+ ⋯ 

+𝑁𝐺𝐴𝐷𝑚,�̅�𝑑𝐻𝑚     (4.48) 

With: 

 𝐻𝑘 = {ℎ𝑘1 , . . , ℎ𝑘𝑗, …ℎ𝑘}                  (4.49) 

where 𝐻𝑘 ∈ 𝑅  is linear in the consequent, for all the desired 

values at the output 𝑂𝑢𝑡 = [𝑂𝑢𝑡1…𝑂𝑢𝑡𝑑…𝑂𝑢𝑡𝐷]𝑇. Thus 

(4.49) can be rewritten as: 

𝑂𝑢𝑡 = 𝐴ℎ                                   (4.50) 

If 𝐴 is non-invertible, the pseudoinverse must be computed 

with (4.51), which minimizes the difference (‖𝐴ℎ−𝑂‖2): 

ℎ = (𝐴𝑇𝐴)−1𝐴𝑇𝑂𝑢𝑡                                  (4.51) 

The fact that an inverse matrix must be calculated makes 

(4.51) computationally expensive (in our case it depends on 

the class number, descriptors and output data used in the 

training). For this reason, a sequential method is used to 

calculate ℎ.The recursive method applied to time-varying 

systems uses the 𝑑-th row vector of matrix 𝐴, defined by 𝑎𝑇, 

and the 𝑑-th element of 𝑂𝑢𝑡, defined by 𝑂𝑢𝑡𝑑. Then, ℎ is 

iteratively computed using the covariance matrix 𝑃(𝑡 + 1) as 

follows: 

𝑃(𝑘 + 1) =
1

𝜆
[𝑃(𝑘) −

𝑃(𝑘)𝑎(𝑘 + 1)𝑎𝑇(𝑘 + 1)𝑃(𝑘)

𝜆 + 𝑎𝑇(𝑘 + 1)𝑃(𝑘)𝑎(𝑘 + 1)
] (4.52) 

0 < 𝜆 ≤ 1 is the forgetting factor and is chosen close to 1 to 

achieve stability [135]. 

Finally, ℎ(𝑘 + 1) is computed by: 
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ℎ(𝑘 + 1) = 

ℎ(𝑘) + 𝑃(𝑘 + 1)𝑎(𝑘 + 1)[𝑂𝑢𝑡(𝑘 + 1) − 𝑎𝑇(𝑘 + 1)ℎ(𝑘)](4.53) 

where 𝑑 = {1,… ,𝐷 − 1}. 

According to LAMDA model, if a data output set 𝑂𝑢𝑡 =

[𝑂𝑢𝑡1…𝑂𝑢𝑡𝑑…𝑂𝑢𝑡𝐷]𝑇 is available, then a supervised 

learning process can be carried out, propagating backward 

the error from layer 5 to layer 1 by the chain rule, after 

computing the consequent parameters ℎ(𝑡 + 1). 

Considering that 𝑂𝑢𝑡𝑑 is the 𝑑-th data of the desired outputs 

𝑂𝑢𝑡, and 𝑂𝑢𝑡𝐿
𝑑 the output calculated by LAMDA 

corresponding to the individual �̅�𝑑, the error in layer 5 is:  

𝐸𝑑(𝑘) =
1

2
[𝑂𝑢𝑡𝑑(𝑘) − 𝑂𝑢𝑡𝐿

𝑑(𝑘)]2                  (4.54) 

For online learning, the aim is to propagate backward the 

error 𝐸𝑑 , through each layer and each node, until obtaining 

the derivative of the error 𝐸𝑑 with respect to the adjustment 

terms 𝜃 = {𝜌𝑘,𝑗 , 𝜎𝑘,𝑗 , 𝛼} required in (2.5) and (2.7). 

In this way, the adjustment of 𝜃 in an instant of time (𝑘 + 1) 

by the GD is done with (4.55), and the updated with (4.56): 

∆𝜃(𝑘) = −𝜂
𝜕𝐸𝑑(𝑘)

𝜕𝜃(𝑘)
                              (4.55) 

𝜃(𝑘 + 1) = 𝜃(𝑘) + ∆𝜃(𝑘) + 𝛽(𝜃(𝑘) − 𝜃(𝑘 − 1))                   

 = 𝜃(𝑘) − 𝜂
𝜕𝐸𝑑
𝜕𝜃

+ 𝛽(𝜃(𝑘) − 𝜃(𝑘 − 1))       (4.56) 

where 𝜂 ∈ [0,1] corresponds to the learning rate, and 𝛽 ∈

[0,1] is the momentum term. 
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The learning process using the GD method through the 

backpropagation of the error 𝐸𝑑 from layer 5 to layer 1 of the 

scheme presented in Figure 4.6 is: 

Layer 5: 

𝜖(5) =
𝜕𝐸𝑑
𝜕𝑂𝑢𝑡𝐿

𝑑
=

𝜕

𝜕𝑂𝑢𝑡𝐿
𝑑
[
1

2
(𝑂𝑢𝑡𝑑 −𝑂𝑢𝑡𝐿

𝑑)2]             

= −(𝑂𝑢𝑡𝑑− 𝑂𝑢𝑡𝐿
𝑑)                  (4.57) 

Layer 4: From (4.46), the derivative of 𝑂𝑢𝑡𝐿
𝑑 with respect to 

𝜕𝑓𝑘 is: 

𝜕𝑂𝑢𝑡𝐿
𝑑

𝜕𝑓𝑘
=   

𝜕[𝑓1 +⋯𝑓𝑘 +⋯𝑓𝑚]

𝜕𝑓𝑘
= 1  ; ∀𝑘 = 1, . . . ,𝑚  (4.58) 

𝜖𝑘
(4)
=

𝜕𝐸𝑑
𝜕𝑂𝑢𝑡𝐿

𝑑

𝜕𝑂𝑢𝑡𝐿
𝑑

𝜕𝑓𝑘
= 𝜖 (5)                     (4.59) 

Layer 3: From (4.45), the derivative is: 

𝜕𝑓𝑘
𝜕𝑁𝐺𝐴𝐷𝑘,�̅�

=
𝜕[𝜕𝑁𝐺𝐴𝐷𝑘,�̅�× 𝐻𝑘]

𝜕𝑁𝐺𝐴𝐷𝑘,�̅�
= 𝐻𝑘 ; ∀𝑘 = 1, . . . ,𝑚  (4.60) 

𝜖𝑘
(3)
=

𝜕𝐸𝑑
𝜕𝑂𝑢𝑡𝐿

𝑑

𝜕𝑂𝑢𝑡𝐿
𝑑

𝜕𝑓𝑘

𝜕𝑓𝑘
𝜕𝑁𝐺𝐴𝐷𝑘,�̅�

= 𝜖(5)𝐻𝑘;∀𝑘 = 1, . . . ,𝑚 (4.61) 

Layer 2: The partial derivatives of layer 3 are calculated with 

respect to the outputs of layer 2. Because each node 𝑘 of 

layer 3 depends on all the outputs of layer 2, as shown in 

(4.43), the term 𝑘2 is used to refer to the nodes of layer 2. 

 
𝜕𝑁𝐺𝐴𝐷𝑘,�̅�
𝜕𝐺𝐴𝐷𝑘2,�̅�

=

{
  
 

  
 
(∑ 𝐺𝐴𝐷𝑘2 ,�̅�

𝑚
𝑘2=1

) − 𝐺𝐴𝐷𝑘2 ,�̅�

(∑ 𝐺𝐴𝐷𝑘2 ,�̅�
𝑚
𝑘2=1

)
2  𝑖𝑓: 𝑘2 = 𝑘 

−
𝐺𝐴𝐷𝑘,�̅�

[∑ 𝐺𝐴𝐷𝑘2,�̅�
𝑚
𝑘=1 ]

2                  𝑖𝑓: 𝑘2 ≠ 𝑘

  (4.62) 
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𝜖𝑘
(2) =

𝜕𝐸𝑑
𝜕𝑜𝐿

𝑑

𝜕𝑜𝐿
𝑑

𝜕𝑓𝑘

𝜕𝑓𝑘
𝜕𝑁𝐺𝐴𝐷𝑘,�̅�

∑
𝜕𝑁𝐺𝐴𝐷𝑘,�̅�
𝜕𝐺𝐴𝐷𝑘2 ,�̅�

𝑚

𝑘=1

                 (4.63) 

𝜖𝑘
(2) = 𝜖 (5)𝐻𝑘∑

𝜕𝑁𝐺𝐴𝐷𝑘,�̅�
𝜕𝐺𝐴𝐷𝑘2 ,�̅�

𝑚

𝑘=1

 ; ∀𝑘 = 1, . . . ,𝑚       (4.64) 

Layer 1: The partial derivatives of layer 2 are computed with 

respect to the outputs of layer 1. Because the 𝐺𝐴𝐷𝑠 are 

calculated recursively by (2.7), it is used the term 𝑗1 to refer 

to each of the nodes of the layer 1, in order to facilitate the 

mathematical expression of the derivative. 

𝜕𝐺𝐴𝐷𝑘,�̅�
𝜕𝑀𝐴𝐷𝑘,𝑗

= 

𝛼𝑇(𝑀𝐴𝐷𝑘,1 ,… , 𝑀𝐴𝐷𝑘,𝑗1 ,… , 𝑀𝐴𝐷𝑘,𝑛) 

+(1− 𝛼)(1− 𝑆(𝑀𝐴𝐷𝑘,1 , … ,𝑀𝐴𝐷𝑘,𝑗1 , … ,𝑀𝐴𝐷𝑘,𝑛) )  ; ∀𝑗1 ≠ 𝑗  

(4.65) 

In (4.65), the derivative of 𝐺𝐴𝐷𝑘,𝑂  respect to 𝑀𝐴𝐷𝑘,𝑗 is equal 

to the calculation of the GAD without considering this term. 

Now, the propagated error in layer 1 is: 

𝜖𝑘
(1) = 𝜖𝑘

(2) 𝜕𝐺𝐴𝐷𝑘,�̅�
𝜕𝑀𝐴𝐷𝑘,𝑗

                              (4.66) 

The parameters 𝜌𝑘,𝑗 , 𝜎𝑘,𝑗 are adjusted in each class 𝑘 and 

each descriptor 𝑗 with equations (4.67) and (4.68), 

respectively, and 𝛼 is adjusted for all the model with (4.69).  

𝜕𝑀𝐴𝐷𝑘,𝑗
𝜕𝜌𝑘,𝑗

=
(�̅�𝑗 −𝜌𝑘 ,𝑗)

(𝜎𝑘,𝑗)
2 𝜕𝑀𝐴𝐷𝑘,𝑗 ⟹

𝜕𝐸𝑑
𝜕𝜌𝑘,𝑗

= 𝜖𝑘
(1) 𝜕𝑀𝐴𝐷𝑘,𝑗

𝜕𝜌𝑘,𝑗
 (4.67) 

𝜕𝑀𝐴𝐷𝑘,𝑗
𝜕𝜎𝑘,𝑗

=
(�̅�𝑗 −𝜌𝑘,𝑗)

2

(𝜎𝑘,𝑗)
3 𝜕𝑀𝐴𝐷𝑘,𝑗 ⟹

𝜕𝐸𝑑
𝜕𝜎𝑘,𝑗

= 𝜖𝑘
(1)𝜕𝑀𝐴𝐷𝑘,𝑗

𝜕𝜎𝑘,𝑗
(4.68) 
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𝜕𝐺𝐴𝐷𝑘,𝑂
𝜕𝛼

= [𝑇(𝑀𝐴𝐷𝑘,1,… ,𝑀𝐴𝐷𝑘,𝑗,… ,𝑀𝐴𝐷𝑘,𝑛)

− 𝑆(𝑀𝐴𝐷𝑘,1,… ,𝑀𝐴𝐷𝑘,𝑗,… ,𝑀𝐴𝐷𝑘,𝑛)] ⟹    

𝜕𝐸𝑑
𝜕𝛼

=∑𝜖𝑘
(2) 𝜕𝐺𝐴𝐷𝑘,𝑂

𝜕𝛼

𝑚

𝑘=1

                  (4.69) 

Finally, the terms are updated as: 

𝜌𝑘,𝑗(𝑘 + 1) = 𝜌𝑘,𝑗(𝑘) + 𝜂 (−
𝜕𝐸𝑑
𝜕𝜌𝑘,𝑗

) 

+𝛽(𝜌𝑘,𝑗(𝑘) − 𝜌𝑘,𝑗(𝑘 − 1))     (4.70) 

𝜎𝑘,𝑗(𝑘 + 1) = 𝜎𝑘,𝑗(𝑘)+ 𝜂 (−
𝜕𝐸𝑑
𝜕𝜎𝑘,𝑗

) 

+𝛽(𝜎𝑘,𝑗(𝑘) − 𝜎𝑘,𝑗(𝑘 − 1))      (4.71) 

𝛼(𝑘 + 1) = 𝛼(𝑘) + 𝜂 (−
𝜕𝐸𝑑
𝜕𝛼

)+ 𝛽(𝛼(𝑘) − 𝛼(𝑘 − 1))   (4.72) 

The proposed procedure for online learning is performed at 

every sample time. 

4.3.1.2 Adaptive LAMDA Control 

As background, it has been used the AIC strategy [86]. This 

method requires an offline learning by using random values 

as training output, but also, the plant response to these 

values as training input, as shown in Figure 4.8a. Here, it is 

proposed to use the Adaptive LAMDA as an identifier, 

applying a random input 𝑢(𝑘) to the plant and taking the 

output 𝑥(𝑘 + 1), its previous values [𝑥 (𝑘); … ;  𝑥(𝑘 − 𝑞)], and 

the delayed values [𝑢(𝑘 − 1); . . . ;  𝑢(𝑘 − 𝑝)] as descriptors. 

The delayed network uses as inputs in the application stage:  

the desired plant output and the current plant. With training, 
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the internal parameters of the LAMDA model are updated to 

minimize the error 𝑒𝑢(𝑘) through the process detailed in 

subsection 4.3.1.1. The application stage is implemented 

with the trained LAMDA model, as shown in Figure 4.8b.  
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LAMDA

Controller
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(b) 

Figure 4.8. (a) Block diagram of the training phase of the inverse 

control method, (b) Block diagram of the application phase of the 

inverse control method 

This model takes as inputs the desired reference 𝑥𝑟𝑒𝑓(𝑘 +

1), the states of the plant [𝑥(𝑘); . . . ; 𝑥(𝑘 − 𝑞)], and the 

delayed values [𝑢(𝑘 − 1), . . . , 𝑢 (𝑘 − 𝑝)]. The main idea of 

this method is to estimate the inverse plant model based on 

past and current plant outputs and inputs, to obtain the 

feedback control. The selection of 𝑝 and 𝑞 depends on an 
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estimation of the order of the plant. That is, the expert must 

define how many states passed for the input and for the 

output must be considered, for example, for a first-order 

system would be required: 𝑝 = 1, 𝑞 = 1, for a second-order 

system: 𝑝 =  2 , 𝑞 = 2. This considering the number of poles 

and zeros that the system could have. 

4.3.1.3 Feedback Control with Adaptive 

LAMDA 

The feedback control scheme presented in Figure 4.9 is 

proposed to control systems with online learning.  
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Figure 4.9. Block diagram of the online inverse learning control 

with Adaptive LAMDA 

Once the model has been trained, as shown in Figure 4.6a, 

initial parameters are set in the identifier. In the application,  

the identifier is trained online in a supervised manner with 

the hybrid learning of Figure 4.5. A duplicate LAMDA is used 

as controller, considering now the desired reference       
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𝑥𝑟𝑒𝑓(𝑘 + 1), updating its internal parameters in each sample 

time based on the learning performed by the identifier. 

Due to the online learning, the proposed scheme is able to 

bring the system output to the reference even in the 

presence of disturbances, or when the dynamic of the plant 

is variable.  

4.3.1.4 Convergence of the learning 

algorithm 

For online learning, it is used the hybrid algorithm presented 

in subsection 4.3.1.1. In each iteration of the closed-loop of 

Figure 4.9, the antecedents and consequents are adjusted 

with the aim that the LAMDA output converges to a desired 

value.  

As a fundamental contribution of our work we have shown 

that the stability of the system is guaranteed by complying 

with the restrictions analyzed in detail and proven in 

Theorem 2 presented in Appendix E which is part of our 

paper [136], in which the Adaptive-LAMDA method is 

discussed in greater depth. The conditions are: 

0 < 𝜂 <
2

3(𝑁𝛶 + 𝑁𝛹+ 𝑁𝛼)
                       (4.73) 

For 𝑒𝑟(𝑘) > 0: 

0 < 𝛽 < 

2𝑒(𝑘)

3 ((
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶 (𝑘)
)

𝑇

∆𝛶(𝑘 − 1) + (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇

∆𝛹(𝑘 − 1) + (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
) ∆𝛼(𝑘 − 1))

 (4.74) 

0 < 𝑡𝑟(𝑃(𝑘 + 1)) <
2𝑒(𝑘)

3𝑒𝑟(𝑘)(‖𝑎(𝑘 + 1)‖𝐹)
2    (4.75) 
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For 𝑒𝑟(𝑘) < 0: 

0 < 𝛽 < 

−2𝑒(𝑘)

3 ((
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶 (𝑘)
)

𝑇

∆𝛶(𝑘 − 1) + (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇

∆𝛹(𝑘 − 1) + (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
) ∆𝛼(𝑘 − 1))

  (4.76) 

0 < 𝑡𝑟(𝑃(𝑘 + 1)) <
−2𝑒(𝑘)

3𝑒𝑟(𝑘)(‖𝑎(𝑘 + 1)‖𝐹)
2   ;    𝑒𝑟 < 0  (4.77) 

Where: 

𝑒𝑟(𝑘) = 𝑂𝑢𝑡(𝑘 + 1) − 𝑎
𝑇(𝑘 + 1)ℎ(𝑘)                (4.78) 

𝑁𝛶 = (‖
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
‖2)

2

, 𝑁𝛹 = (‖
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
‖2)

2

, 

𝑁𝛼 = (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
)

2

                           (4.79) 

And the terms of the antecedent in vector form 

corresponding to the centers are grouped in 𝛶(𝑘), the 

standard deviation of the classes are grouped in 𝛹(𝑘) and 

the consequent parameters are grouped in the matrix ℎ(𝑘) 

as follows: 

𝛶(𝑘) = [𝜌1,1(𝑘),… , 𝜌1,𝑗(𝑘),… , 𝜌2,1(𝑘),… , 𝜌2,𝑗(𝑘),…, 

𝜌𝑘,1(𝑘),… , 𝜌𝑘,𝑗(𝑘),… , 𝜌𝑚,𝑛(𝑘)]
𝑇 (4.80) 

𝛹(𝑘) = [𝜎1,1(𝑘),… , 𝜎1,𝑗(𝑘),… , 𝜎2,1(𝑘),… , 𝜎2,𝑗(𝑘),…, 

𝜎𝑘,1(𝑘),… , 𝜎𝑘,𝑗(𝑘),… , 𝜎𝑚,𝑛(𝑘)]
𝑇 (4.81) 

ℎ(𝑘) = [

ℎ11 … ℎ1𝑗 … ℎ1𝑛 ℎ1
ℎ𝑘1 … ℎ𝑘𝑗 … ℎ𝑘𝑛 ℎ𝑘
ℎ𝑚1 … ℎ𝑚𝑗 … ℎ𝑚𝑛 ℎ𝑚

]            (4.82)  
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Equations (4.73)-(4.77) guarantee the convergence of the 

error 𝑒(𝑘) ⟶ 0 in the training stage for a controllable system 

independent of the application, system order, number of 

inputs and classes.  

Some considerations must be taken into account to 

determine the stability of the entire system: 

 As mentioned in [9], analyzing controller stability based 

on online learning is a complex task that is still an open 

field in adaptive inverse learning schemes that will be 

addressed in a future work. However, the following 

aspects can be considered for local stability: 

 Bounded Input–Bounded Output (BIBO) Stability: BIBO 

stability is guaranteed. The normalization of the 𝐺𝐴𝐷𝑠, 

through the computation of the normalized 𝑁𝐺𝐴𝐷𝑘,�̅� ≤ 1 

and the introduced limiter shown in Figure 4.9, ensure 

that the adaptive LAMDA model is bounded for all inputs.  

 It is assumed that the learning algorithm in the LAMDA 

Identifier has converged because a constant change in 

the parameters would make it hard to analyze stability. 

Under this assumption, it is only necessary to take the 

LAMDA controller into account. If the error of the learning 

converges 𝑒(𝑘) ⟶ 0, then the LAMDA model is an 

identical copy of the real process, so it is guaranteed that 

there is a solution to the inverse model, allowing to 

calculate a control action 𝑢(𝑘), which satisfies 𝑥(𝑘 + 1) ≅

𝑥𝑟𝑒𝑓(𝑥+ 1).   

4.4   LSMC based on Z-numbers (ZLSMC) 

In subsections 4.2 and 4.3, two new controllers have been 

formalized: LSMC and Adaptive LAMDA, respectively. 
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Based on experiments where the controllers have been 

tested in different nonlinear systems, only one of these 

proposals has been selected to apply the theory of Z-

numbers as it has been proposed in the scope of this work. 

Considering the controllers described in subsections 4.2 and 

4.3, the decision has been made to apply the Z-numbers 

theory to the LSMC controller based on the following 

considerations: 

 The computational complexity detailed in subsection 5.3 

shows that LSMC is less computationally expensive than 

Adaptive LAMDA. 

 The characteristics of SMC applied to LAMDA make this 

controller a robust and chattering-free proposal. 

 The Lyapunov theory guarantees a stable controller in 

LSMC and stable learning in Adaptive LAMDA; however, 

LSMC does not require a learning phase. 

The Z-number theory is recent and is expanding into the field 

of control systems due to the great potential it can offer. In 

this work, it has been considered that the management of 

the reliability related to the error (deviation between the 

reference and the current output of the process) can help to 

reach the reference in a faster way to large errors, and it is 

less aggressive for small errors. The proposal is called 

LSMC based on Z-Numbers (ZLSMC). 

In some applications, the Z-numbers can be represented 

with the restriction and reliability of two singleton functions. 

In order to compute the TU of singleton functions of Z-

numbers we propose the Lemma 1. 
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Lemma 1. The TU of a fuzzy number with two singleton 

functions is equal to the product of the functions 𝑇𝑈(𝑍) ≈

𝜌1𝜌2. 

Proof. According to (2.23), the 𝑇𝑈 is calculated based on 

the centers and variances of the two fuzzy numbers. From 

(2.12), if 𝜎1 ≈ 0 and 𝜎2 ≈ 0, then the Gaussian functions 

behave similarly to singleton functions (impulsive response 

in the centers 𝜌1 and 𝜌2), therefore: 

𝑇𝑈(𝑍) = 𝑇𝑈(𝐴𝑧,𝑅𝑧) =
𝜌1𝜌2

(1+ 8𝜎1
2)(1+ 8𝜎2

2)
 

≈
𝜌1𝜌2

(1 + 8 × 02)(1+ 8 × 02)
= 𝜌1𝜌2      (4.83) 

Being the proof demonstrated completely. The final result 

obtained in this operation (4.83) coincides with the 

presented in [137]. Lemma 1 is useful for the formalization 

of the ZLSMC controller, specifically in the calculation of the 

new centers of the classes and for the calculation of the 

controller output based on the GAD and reliability as detailed 

below. 

 

4.4.1 Formalization of ZLSMC 

As a starting point, it is considered to use the Gaussian 

functions to compute the MAD as presented in (2.5). This 

expression is similar to the one presented in (2.12), therefore 

the restriction in the case of LAMDA corresponds to MAD, 

thus 𝜇𝐴𝑧 = 𝑀𝐴𝐷𝑘,𝑗. Also, it is necessary to measure the 

reliability parameter for 𝜇𝑅, procedure that will be detailed 

later in the document for continuous and discontinuous 

control actions. With the two parameters of a Z-number, then 
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it is feasible to compute the 𝑇𝑈 of each class of the control 

system. LAMDA identifies the current state of the system 

and takes it to the desired state. For this purpose, it is 

necessary to define rules based on the system knowledge, 

which is also carried out in conventional fuzzy controllers. 

The analytic expression that generalizes (2.11) for the 𝑘-rule 

of the Z-fuzzy logic inference system considering the classes 

in LAMDA is represented as follows:  

𝑅𝑢𝑙𝑒(𝑘): 𝐼𝐹 𝑜1 𝑖𝑠 𝑍1
𝑝 𝑎𝑛𝑑… 𝑜𝑗 𝑖𝑠 𝑍𝑗

𝑞…𝑎𝑛𝑑  𝑜𝑙 𝑖𝑠 𝑍𝑙
𝑟  

 𝑇𝐻𝐸𝑁 𝑦𝑘 𝑖𝑠 𝑍
𝑘     (4.84) 

where 𝑅𝑢𝑙𝑒(𝑘) is the rule applied for the class 𝑘, 𝑜𝑗 is the 

descriptor 𝑗 of the object 𝑂 that takes values from the 

universe of discourse 𝑈𝑗. The output linguistic variable 𝑦𝑘 is 

defined on a universe of discourse 𝑉. 𝑍𝑗
𝑞 = (𝐴𝑗

𝑞, 𝑅𝑗
𝑞) denotes 

de Z-number for the descriptor 𝑗 and the fuzzy set 𝑞, and 

𝑍𝑘 = (𝛾𝑘 , 𝑅𝑘) is the consequent Z-number.  

In the LAMDA context it is proposed to use the Z-number 

concepts to improve the controller response, thus rewriting 

(4.84) for two inputs (descriptors) it is obtained:  

𝑅𝑢𝑙𝑒(𝑘): 𝐼𝐹 𝑜1 𝑖𝑠 (𝑀𝐴𝐷𝑘,1 , 𝜇𝑅𝑧1) 𝑎𝑛𝑑 𝑜2 𝑖𝑠 (𝑀𝐴𝐷𝑘,2, 𝜇𝑅𝑧2)   

𝑇𝐻𝐸𝑁 𝑦𝑘 𝑖𝑠 (𝛾𝑘, 𝑅𝑘)        (4.85) 

 

The TU is used to compute the new centers of the MADs 

and it is used at the output to recalculate the weights applied 

to the GADs, making them adaptable as a function of the 

sliding surface  𝑠 and its first derivative �̇� which are the 

descriptors of the proposed approach as detailed as follows: 
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The same procedure for the design of LSMC is used for the 

design of ZLSMC (see from (4.5) to (4.21)). 

 Continuous control action: 

Based on (4.21), it is necessary to compute 𝑢𝑐 to obtain  

�̇�(𝑡) = 0, for which it is required to know only the sign of the 

function 𝑏(𝑋(𝑡), 𝑡) associated with 𝑢𝑐 and to set the rules for 

the classes of LAMDA. In (4.21), it can be seen that if 

𝑏(𝑋(𝑡), 𝑡) > 0, then �̇�(𝑡) decreases as 𝑢𝑐 increases, and 

vice-versa. With this information, a set of classes and rules 

to obtain �̇�(𝑡) = 0 is established. 

Five classes 𝐶 ∈ [−1,1] for �̇�(𝑡) are used, this, supported by 

the sensitivity analysis performed in subsection 5.2.1.2.1 

and detailed in [138] where has been shown that selecting 

three or seven classes does not significantly affect the 

performance of controllers based on LAMDA and the only 

required consideration is an adequate calibration of the 

scaling gains. The fuzzy sets for the classes of the variable 

�̇�(𝑡) are Negative Big (𝑁𝐵 = −1), Negative Small (𝑁𝑆 =

−0.5), zero (𝑍𝐸 = 0), Positive Small (𝑃𝑆 = 0.5), and Positive 

Big (𝑃𝐵 = 1). These classes are used to define the rules to 

compute the normalized continuous control action 𝑢𝑛𝑐. For 

proper calibration, the scaling gain 𝑘1 is used for the input 

�̇�(𝑡), and the scaling gain 𝑘𝑐 at the continuous control output 

as: 

𝑢𝑐 = 𝑘𝑐𝑢𝑛𝑐   ⟹      𝑢𝑐 = 𝑘𝑐𝑍𝐿𝑆𝑀𝐶(�̇�) ;    𝑘𝑐 > 0     (4.86) 

The rule table corresponding to 𝑢𝑐 where the measure of 

�̇�(𝑡) is required as shown (4.21) is presented in Table 4.4 

considering 𝐶𝑘 = (𝛾𝑘 , 𝑅𝑐); ∀𝑘 = {1,2,… ,5}.  
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Table 4.4. Rule table of ZLSMC for �̇�(𝑡) 

 �̇�(𝑡) 

 NB,S NS,U Z,A PS,U PB,S 

𝑏(𝑋, 𝑡)
> 0 

𝐶1
= 𝑁𝐵,𝑅𝑐 

𝐶2
= 𝑁𝑆,𝑅𝑐 

𝐶3
= 𝑍𝐸, 𝑅𝑐 

𝐶4
= 𝑃𝑆,𝑅𝑐 

𝐶5
= 𝑃𝐵,𝑅𝑐 

𝑏(𝑋, 𝑡)
< 0 

𝐶1
= 𝑃𝐵,𝑅𝑐 

𝐶2
= 𝑃𝑆, 𝑅𝑐 

𝐶3
= 𝑍𝐸, 𝑅𝑐 

𝐶4
= 𝑁𝑆,𝑅𝑐 

𝐶5
= 𝑁𝐵,𝑅𝑐 

 

For the computation of the 𝑢𝑐, the classes per descriptor and 

the membership functions of the reliability are presented in 

Figure 4.10. Note that for the reliability part the absolute 

value of �̇� is used. In [91] is proposed the establishment of 

three classes to represent reliability in a simple and 

complete way for control systems, these are: “𝑆” is 

“sometimes,” “𝑈” is “usually,” and “𝐴” is “always”.  

NB NS ZE PS PB
S

U A

 
(a) (b) 

Figure 4.10. Membership functions for: a) MADs of �̇�(𝑡), b) 

reliability of |�̇�(𝑡)|  

To define the rules in Table 4.4, when 𝑏(𝑋(𝑡), 𝑡) > 0 and 

based on (4.21), it is noted that �̇�(𝑡) decreases as 𝑢𝑐 

increases, and vice-versa. This information is sufficient for 

the rules definition to satisfy �̇�(𝑡) = 0. For instance, if �̇�(𝑡) is 

𝑃𝐵, then large positive control action 𝑢𝑐 is needed in order 

to decrease quickly �̇�(𝑡), and the reliability |�̇�(𝑡)| is assigned 

with a value sometimes "𝑆" whose center is in 0.6. This 

causes the center calculated with the Total Utility to move to 

the left, which in fuzzy control means a more abrupt control 
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action that causes a rapid decrease of  �̇�(𝑡).  If �̇�(𝑡) is 𝑁𝐵, 

then the error and its derivatives are close to zero, then a 

small positive control action 𝑢𝑐 is needed in order to 

decrease slowly �̇�(𝑡), also, in order to obtain a smoother 

control action, the reliability is assigned a value usually “𝑈” 

whose center is in 0.8. Finally, if �̇�(𝑡) = 𝑍𝐸 (desired 

condition), then no control action is required, thus 𝑢𝑐 = 𝑍𝐸 

and the reliability is assigned a value always “A” whose 

center is in 1. Therefore as �̇�(𝑡) is close to zero, the control 

action is smoother. As shown in Table 4.4, by using the 

value|�̇�(𝑡)|, the same previous analysis is valid for the 𝑁𝐵 

and 𝑁𝑆 classes.  

On the other hand, when 𝑏(𝑋(𝑡), 𝑡) < 0 and based on (4.21), 

it is noted that �̇�(𝑡) decreases as 𝑢𝑐 decreases, and �̇�(𝑡) 

increases as 𝑢𝑐 increases. Therefore, as observed in Table 

4.4, only the sign of the restriction changes and the criterion 

to define reliability is the same for the case 𝑏(𝑋(𝑡), 𝑡) >  0. 

In the ZLSMC, two descriptors at the input of LAMDA are 

used, therefore (2.5) is computed for 𝑠(𝑡) and its derivative, 

that is 𝑗 = 1 for �̇�(𝑡) and 𝑗 = 2 for 𝑠(𝑡). The calculation of the 

new class centers is made based on the 𝑇𝑈𝑘,𝑗(𝑍) applied to 

the descriptor �̇�(𝑡), replacing the LAMDA restriction and 

reliability  in (4.84): 

𝑇𝑈𝑘,1(𝑍) = 𝑇𝑈(𝑀𝐴𝐷𝑘,1,𝑅1) =
𝜌𝑘,1𝑐𝑅1

(1 + 8𝜎𝑘,1
2)(1 + 8𝜎𝑅1

2)
(4.87) 

where 𝑅1 = 𝐺𝑎𝑢𝑠𝑠(𝑐𝑅1 ,𝜎𝑅1) is the reliability of the 𝑀𝐴𝐷𝑘,1. 

Unlike works that address the control with Z-numbers 

[91,102,103], the reliability at the output is not defined, in this 

work is proposed to compute its weight value as [137]: 
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𝑅𝑐 =
∫ |�̇�|𝜇𝑅1(|�̇�|)
1

0

∫ 𝜇𝑅1(|�̇�|)
1

0

                     (4.88) 

From (4.84), it is used the 𝑅𝑐 and the singleton values 𝛾𝑘 . 

The Total Utility of the Z-number at the output can be 

denoted as: 

𝛾𝑅𝑐
𝑘 = 𝛾𝑘 ×𝑅𝑐                                     (4.89) 

Then, the output of the control action 𝑢𝑛𝑐, based on  (4.4) 

and (4.134), is computed as: 

𝑢𝑛𝑐 = |
𝑎𝑟𝑔 𝑚𝑎𝑥(𝛾𝑘)

∑ 𝛾𝑘𝐺𝐴𝐷𝑘,𝑚𝑎𝑥(�̅�)
𝑚
𝑘=1

|∑ 𝛾𝑅𝑐
𝑘 𝐺𝐴𝐷𝑘,�̅�

𝑚

𝑘=1

      (4.90) 

 Discontinuous control action 

Based on (4.26), it is necessary to compute 𝑢𝑑 to satisfy 

𝑠(𝑡)�̇�(𝑡) < 0. As in the case of continuous control action, five 

classes are set for each input �̇�(𝑡) and 𝑠(𝑡) based in the 

scalability analysis presented in  [138] and three classes for 

the reliability as presented in [91]. Due to the normalization 

of the classes is computed 𝑢𝑛𝑑, therefore, the scaling gain 

𝑘2 is added at  the input 𝑠(𝑡), and the scaling gain 𝑘𝑑 at the 

discontinuous control output as: 

𝑢𝑑 = 𝑘𝑑𝑢𝑛𝑑     ⟹   𝑢𝑑 = 𝑘𝑑𝑍𝐿𝑆𝑀𝐶(𝑠, �̇�)     ;    𝑘𝑑 > 0   (4.91) 

For the computation of the discontinuous control action 

based on Z-numbers, it is addressed the case 𝑏(𝑋(𝑡), 𝑡) > 0 

since in the opposite case (𝑏(𝑋(𝑡), 𝑡) < 0), only the sign of 

the classes changes in the restriction part as detailed in the 

definition of rules of Table 4.4.  The centers of the Z-classes 

are presented in Table 4.5 considering 𝐶𝑘 = (𝛾𝑘 , 𝑅𝑑) ; ∀𝑘 =

{1,2, … ,25}. 
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Table 4.5. Rule table of ZLSMC for 𝑠(𝑡) and �̇�(𝑡), 𝑏(𝑋(𝑡), 𝑡) > 0 

𝑠(𝑡) 
�̇�(𝑡) 

NB,S NS,U ZE,A PS,U PB,S 

PB,S 
𝐶5
= 𝑍𝐸,𝑅𝑑 

𝐶10
= 𝑍𝐸,𝑅𝑑 

𝐶15
= 𝑃𝑆,𝑅𝑑 

𝐶20
= 𝑃𝐵,𝑅𝑑 

𝐶25
= 𝑃𝐵,𝑅𝑑 

PS,U 
𝐶4
= 𝑍𝐸,𝑅𝑑 

𝐶9
= 𝑍𝐸,𝑅𝑑 

𝐶14
= 𝑃𝑆,𝑅𝑑 

𝐶19
= 𝑃𝐵,𝑅𝑑 

𝐶24
= 𝑃𝐵,𝑅𝑑 

ZE,A 
𝐶3
= 𝑁𝐵,𝑅𝑑 

𝐶8
= 𝑁𝑆,𝑅𝑑 

𝐶13
= 𝑍𝐸, 𝑅𝑑 

𝐶18
= 𝑃𝑆,𝑅𝑑 

𝐶23
= 𝑃𝐵,𝑅𝑑 

NS,U 
𝐶2
= 𝑁𝐵,𝑅𝑑 

𝐶7
= 𝑁𝐵,𝑅𝑑 

𝐶12
= 𝑁𝑆,𝑅𝑑 

𝐶17
= 𝑍𝐸, 𝑅𝑑 

𝐶22
= 𝑍𝐸, 𝑅𝑑 

NB,S 
𝐶1
= 𝑁𝐵,𝑅𝑑 

𝐶6
= 𝑁𝐵,𝑅𝑑 

𝐶11
= 𝑁𝑆,𝑅𝑑 

𝐶16
= 𝑍𝐸, 𝑅𝑑 

𝐶21
= 𝑍𝐸, 𝑅𝑑 

 

For the computation of 𝑢𝑑, the classes per descriptor and the 

membership functions of the reliability are presented in 

Figure 4.11. Note that for the reliability part, the absolute 

values of �̇� and 𝑠 are measured, since it is considered to give 

more weight when|�̇�| and |𝑠| are far from zero. 

NB NS ZE PS PB
S

U A

 
(a) (b) 

 
(c) (d) 

Figure 4.11. a) Membership functions for: a) MADs of �̇�(𝑡), b) 

reliability of |�̇�(𝑡)|, c) MADs of 𝑠(𝑡), d) reliability of |𝑠(𝑡)|  



 

101 

In the Z-LSMC, for 𝑢𝑑 are used the two descriptors at the 

input of LAMDA, therefore (2.5) is computed for 𝑠 and its 

derivative, that is 𝑗 = 1 for �̇�(𝑡) and 𝑗 = 2 for 𝑠(𝑡). Then, the 

calculation of the new class centers is made based on the 

𝑇𝑈𝑘,𝑗(𝑍) as: 

𝑇𝑈𝑘,1(𝑍) = 𝑇𝑈(𝑀𝐴𝐷𝑘,1,𝑅1) =
𝜌𝑘,1𝑐𝑅1

(1 + 8𝜎𝑘,1
2)(1 + 8𝜎𝑅1

2)
   (4.92) 

𝑇𝑈𝑘,2(𝑍) = 𝑇𝑈(𝑀𝐴𝐷𝑘,2, 𝑅2) =
𝜌𝑘,2𝑐𝑅2

(1 + 8𝜎𝑘,2
2)(1 + 8𝜎𝑅2

2)
  (4.93) 

The reliability at the output is computed as the weight value 

as proposed in [137]: 

 𝑅𝑑 = 𝑎𝑟𝑔𝑚𝑎𝑥(
∫ |�̇�|𝜇𝑅1(|�̇�|)
1

0

∫ 𝜇𝑅1(|�̇�|)
1

0

,
∫ |𝑠|𝜇𝑅2(|𝑠|)
1

0

∫ 𝜇𝑅2(|𝑠|)
1

0

)         (4.94) 

It is proposed to choose the maximum value of the two 

reliabilities to obtain a more aggressive control action when 

the surface or its derivative are far from zero (the error is big) 

to take the system faster towards the reference. 

To define the rules of Table 4.5, the following analysis has 

been considered:  

 If 𝑠(𝑡) > 0 and 𝑢𝑑 increases, then the product 𝑠(𝑡)�̇�(𝑡) 

decreases and vice-versa.  

 If 𝑠(𝑡) < 0 and 𝑢𝑑 increases, then the product 𝑠(𝑡)�̇�(𝑡) 

increases, and if 𝑢𝑑 decreases, then 𝑠(𝑡)�̇�(𝑡) decreases.  

From this analysis, it is proposed to generate a control action 

𝑢𝑑 to satisfy 𝑠(𝑡)�̇�(𝑡) < 0. As has been described for the 

continuous control action, the case of the discontinuous 

control action is similar, that is, 𝑆 is associated as reliability 

to classes 𝑃𝐵 and 𝑁𝐵, 𝑈 to classes 𝑃𝑆 and 𝑁𝑆 and 𝐴 to class 
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𝑍𝐸 in order to generate abrupt control actions when the 

surface and its derivative are far from the desired value and 

smooth control actions when they are close to zero. 

From (4.84), it is used the weight of the reliability 𝑅𝑑 and the 

values 𝛾𝑘 . The TU at the output can be denoted as: 

𝛾𝑅𝑑
𝑘 = 𝛾𝑘 × 𝑅𝑑                                (4.95) 

Then, the output of the control action 𝑢𝑛𝑑, based on (4.4), 

and (4.95), is calculated as: 

𝑢𝑛𝑑 = |
𝑎𝑟𝑔 𝑚𝑎𝑥(𝛾𝑘)

∑ 𝛾𝑘𝐺𝐴𝐷𝑘,𝑚𝑎𝑥(�̅�)
𝑚
𝑘=1

|∑𝛾𝑅𝑑
𝑘 𝐺𝐴𝐷𝑘,�̅�

𝑚

𝑘=1

         (4.96) 

This approach removes the chattering of the SMC replacing 

the discontinuous sign function with the rules and classes of 

LAMDA. The overall control action is computed as: 

𝑢 =  𝑘𝑐𝑍𝐿𝑆𝑀𝐶(�̇�) + 𝑘𝑑𝑍𝐿𝑆𝑀𝐶(𝑠, �̇�)         (4.97) 

The ZLSMC scheme is shown in Figure 4.12, detailing the 

blocks of the controller applied in the continuous 

(𝑍𝐿𝑆𝑀𝐶𝑐(�̇�)) and discontinuous (𝑍𝐿𝑆𝑀𝐶𝑑(𝑠, �̇�)) parts, the 

descriptors used in each LAMDA block, and the scaling 

gains in the inputs and the outputs. 

Nonlinear 

System

u = uc + ud

Sliding 

Surface

X(t)

Z-LSMCd (s , s)
xd (t)   

s(t)
k1

k2

s(t)

Z-LSMCc ( s )

kd

kc

+

unc

und.

.

.

 

Figure 4.12. Block diagram of the ZLMC  

Finally, the stability analysis is the same as LSMC shown in 

the subsection 4.2.3. 
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5. EXPERIMENTATION AND RESULTS 

5.1   LAMDA in classification and clustering 

tests 

5.1.1 LAMDA-HAD in classification process  

To analyze the performance of the LAMDA-HAD algorithm 

and validate the proposal, two types of tests are performed: 

 A comparative analysis between LAMDA-HAD and other 

well-known classification methods, applied to several 

balanced and unbalanced classification benchmarks with 

different characteristics. 

 A comparative analysis between LAMDA, LAMDA-HAD 

and the classifiers with the best performance, to test the 

skills of the methods for the identification of new classes.  

Additionally, in Appendix B and [105], a detailed comparative 

analysis between LAMDA and LAMDA-HAD is presented, 

applied to the aforementioned benchmarks where the 

improvements presented by each of the proposed 

extensions are exhaustively analyzed. 

5.1.1.1 LAMDA-HAD validation 

For LAMDA-HAD validation, MAD uses the Fuzzy binomial 

function. GAD uses a Hammacher operator, and the 

exigency is set to 𝛼 = 0.9. The algorithm is tested in some 

classification problems from the UCI Machine Learning 

Repository [109], and benchmark datasets from [139,140], 

with different number of data, attributes, and classes 𝐶𝑖. 

Table 5.1 reports the characteristics of the datasets, and in 
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Appendix A, two-dimensional graphs of the datasets are 

shown using the t-Distributed Stochastic Neighbor 

Embedding, method used for High-Dimensional Data 

reduction (tsne function in Matlab). 

Table 5.1. Datasets used to validate LAMDA-HAD  

Dataset Size Features 
Characteristics number of 
instances in each class  

Iris 150 4 

3 classes corresponding to 
types of Iris plants (setosa, 
versicolor, virginica).    
𝐶1 = 50; 𝐶2 = 50; 𝐶3 = 50. 

Brest 

Cancer 
699 9 

2 classes corresponding to 
types of cancer (benign, 

malignant). 
 𝐶1 = 458; 𝐶2 = 241. 

R15 600 2 

15 classes corresponding 
to types to 2D Gaussian 

groups that are positioned 
in rings.  
𝐶1 = 𝐶2 = ⋯ = 𝐶15 = 40. 

Wine type 178 13 

3 classes corresponding to 
three types of wines.        
𝐶1 = 59; 𝐶2 = 71; 𝐶3 = 58. 

Glass 214 10 

7 classes corresponding to 
types of lens.  
𝐶1 = 70; 𝐶2 = 76; 𝐶3 = 17; 
𝐶4 = 0;𝐶5 = 13; 𝐶6 =  9;   
𝐶7 =  29. 

Seeds 210 7 

3 classes corresponding to 
types of wheat (kama, rosa 
and Canadian). 
𝐶1 = 70; 𝐶2 = 70; 𝐶3 = 70. 

Wholesale 

costumers 
440 3 

3 classes corresponding to 
types of clients of a 
wholesale distributor.  
𝐶1 = 77; 𝐶2 = 47; 𝐶3 = 316. 
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Wine 
quality 

1599 11 

6 classes corresponding to 
types of red variant of the 
Portuguese "Vinho Verde".  
𝐶1 = 10; 𝐶2 =  53; 𝐶3 =
681;𝐶4 = 638;  𝐶5 =
199;𝐶6 = 18. 

s2 5000 2 

15 Gaussian classes of 
synthetic data with 22% of 

overlapping between them. 
𝐶1 ≈ 𝐶2 ≈ ⋯ ≈ 𝐶15 ≈ 330. 

 
Wireless 

Indoor 
Localization 

2000 7 

7 classes corresponding to 
the indoor location based 
on wifi signal strengths 
observed on smartphone.         
𝐶1 = 500; 𝐶2 =  500; 𝐶3 =
500; 𝐶4 = 500 . 

 

To test the classifiers, the 𝑘-fold cross validation with 𝑘 =

 10 is implemented, where 90% random samples of the 

datasets are used in the training process, while the 

remaining 10% of the samples are used for the test. 𝑘 = 10 

is a value that has been found through experimentation, 

which gives results with low bias and modest standard 

deviation. The advantage of 𝑘-fold cross validation is that all 

the samples in the dataset are eventually used for both, 

training and testing. Other validation methods like those 

presented in [141] allow making a more efficient cross-

validation of classifiers. However, for the comparison of the 

presented algorithms in this work, the standard cross 

validation technique is enough because it does not introduce 

any perturbation to the results. 

The algorithms used for the comparison are: LAMDA, 

LAMDA-HAD (LM-HAD), LDA (Linear Discriminant Analysis 

[142]), NN (Feedforward Neural Networks [143]), SVM 
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(Support Vector Machines [144]), NBC (Naive Bayes 

Classifier [145]), DT (Decision Trees [146]), and RF 

(Random Forest [147]). The consigned results of the 

aforementioned methods correspond to own experiments, 

using the Matlab software toolboxes, applying cross 

validation to all of them. Most algorithms do not require an 

exhaustive parameterization, but in the cases in which it has 

been required, a heuristic calibration has been carried out to 

obtain the best possible results, to perform a fair comparison 

between the methods. 

The results of the mean value of the cross validation (�̅�) of 

F-measure and Accuracy are used to evaluate the 

performance of the algorithm (see Tables 5.2 and 5.3) 

respectively, where the algorithm that got the highest 

classification metric is standing out in bold text, the second 

best one is standing out in blue, while the third best one is 

standing out in red. Also the standard deviation (𝜎) is 

presented to evaluate the dispersion of the data. To more 

clearly observe the performance of the algorithms, in 

Appendix B, the analysis of the classifiers is presented 

based on the ROC (Receiver Operating characteristic) and 

AUC (Area Under the Curve) curves, parameters used in the 

diagnostic field. of classifiers. 

Table 5.2 shows that, based on the average values LAMDA-

HAD is the third best behind RF and LDA. The results of F-

measure in most cases are very close to the values obtained 

with the best algorithm, which allows to conclude that the 

proposal presents a very good performance considering that 

this metric is a combination of Precision and Recall. 
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Table 5.2. Average F-measure (%) of LAMDA-HAD and other 

classification algorithms 

 
 

LDA NN SVM NBC DT RF LMD 
LM-
HAD 

Iris 
�̅� 0.98 0.95 0.97 0.96 0.95 0.94 0.78 0.97 

σ 0.010 0.001 0.005 0.003 0.016 0.008 0.019 0.005 

Breast 
�̅� 0.95 0.96 0.35 0.96 0.93 0.97 0.42 0.94 

σ 0.011 0.009 0.001 0.013 0.010 0.019 0.033 0.008 

R15 
�̅� 0.99 0.77 0.99 0.99 0.99 0.99 0.93 0.99 

σ 0.001 0.010 0.001 0.001 0.001 0.001 0.005 0.001 

Wine-
Type 

�̅� 0.98 0.93 0.42 0.97 0.92 0.98 0.82 0.95 

σ 0.006 0.012 0.055 0.008 0.017 0.007 0.024 0.009 

Glass 
�̅� 0.51 0.36 0.52 0.50 0.64 0.71 0.37 0.51 

σ 0.052 0.041 0.026 0.030 0.066 0.012 0.041 0.052 

Seeds 
�̅� 0.96 0.87 0.90 0.91 0.92 0.93 0.52 0.92 

σ 0.008 0.004 0.008 0.006 0.007 0.004 0.007 0.009 

Whol. 
�̅� 0.30 0.29 0.28 0.33 0.34 0.29 0.21 0.34 

σ 0.017 0.019 0.019 0.025 0.058 0.042 0.047 0.025 

Wine 
�̅� 0.32 0.30 0.12 0.26 0.32 0.36 0.23 0.30 

σ 0.052 0.012 0.036 0.042 0.029 0.010 0.031 0.07 

s2 
�̅� 0.96 0.44 0.01 0.97 0.96 0.97 0.92 0.97 

σ 0.005 0.001 0.006 0.002 0.006 0.003 0.007 0.004 

Wire-
less 

�̅� 0.95 0.94 0.78 0.96 0.95 0.95 0.86 0.95 

σ 0.006 0.005 0.002 0.003 0.004 0.001 0.004 0.002 
*The detailed values are presented in [105]. 

Accuracy is another important metric to evaluate the 

performance of the algorithm. These results are shown in 

Table 5.3. The accuracy is computed to know in which cases 

the algorithms are able to detect imbalance situations. 
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Table 5.3. Average accuracy (%) of LAMDA-HAD and other 

classification algorithms 

  
 

LDA NN SVM NBC DT RF LMD 
LM-

HAD 

Iris 
�̅� 0,99 0,98 0,98 0,97 0,96 0,96 0,81 0,98 

σ 0.001 0.005 0.001 0.003 0.002 0.005 0.01 0.001 

Breast 
�̅� 0,96 0,96 0,41 0,96 0,94 0,97 0,51 0,94 

σ 0.007 0.005 0.007 0.006 0.004 0.005 0.035 0.006 

R15 
�̅� 1,00 0,97 1,00 1,00 1,00 1,00 0,95 1,00 

σ 0.000 0.002 0.000 0.000 0.000 0.000 0.005 0.000 

Wine-

Type 

�̅� 0,99 0,97 0,62 0,98 0,93 0,98 0,84 0,95 

σ 0.001 0.003 0.025 0.004 0.06 0.002 0.012 0.004 

Glass 
�̅� 0,88 0,82 0,89 0,82 0,90 0,93 0,72 0,82 

σ 0.042 0.041 0.002 0.004 0.007 0.007 0.032 0.011 

Seeds 
�̅� 0,98 0,90 0,94 0,93 0,95 0,96 0,73 0,93 

σ 0.001 0.005 0.006 0.004 0.007 0.005 0.017 0.007 

Whol. 
�̅� 0,81 0,65 0,81 0,65 0,70 0,79 0,43 0,49 

σ 0.021 0.038 0.021 0.074 0.065 0.033 0.041 0.023 

Wine 
�̅� 0,87 0,86 0,73 0,73 0,87 0,90 0,66 0,77 

σ 0.036 0.039 0.028 0.069 0.058 0.031 0.051 0.043 

s2 
�̅� 0,97 0,52 0,07 0,97 0,96 0,97 0,96 0,97 

σ 0.017 0.019 0.021 0.012 0.018 0.002 0.002 0.015 

Wire-
less 

�̅� 0,95 0,95 0,77 0,95 0,95 0,98 0,89 0,96 

σ 0.015 0.011 0.032 0.012 0.012 0.001 0.022 0.021 
*The detailed values are presented in [105]. 

Based on the results of the Table 5.3 and taking into account 

that this metric is valid for the cases in which the classes are 

balanced, it is observed that the algorithm is the third best 

behind LDA, in first place, and RF and SVM, in second 

place. This analysis has been based on the number of times 

that the algorithms rank first, second and third in relation to 

the average value. The results where LAMDA-HAD 

decreases its performance are the datasets: Glass, 

Wholesale Costumers and Wine Quality. The proposed 

algorithm allows identifying the imbalance in the classes, 
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what other approaches cannot because they have a high 

value for the accuracy. As discussed above, the accuracy is 

not recommended when the classes are unbalanced. 

Therefore, in these cases, F-measure shows adequately the 

performance of the classifier. F-measure is used for 

unbalanced datasets and accuracy for balanced datasets. 

These results are presented in Table 5.4, showing the 

relative error between the result of the best classifier based 

on the average value and LAMDA-HAD. 

Table 5.4. Relative error between the highest value metrics and 

LAMDA-HAD metrics 

Dataset Metric Best 
Value 

LAMDA- 
HAD 

Relative 
Error (%) 

Iris Acc. 0.9867 0.9822 0.4561 

R15 Acc. 0.9996 0.9993 0.0300 

Wine Type Acc. 0.9885 0.9545 3.4396 

Seeds Acc. 0.9778 0.9311 4.7760 

s2 Acc. 0.9726 0.9700 0.2673 

Wireless Acc. 0.9849 0.9555 2.9851 

Breast F-mea. 0.9692 0.9403 2.9818 

Glass F-mea. 0.7138 0.5139 28.005 

Whol.  F-mea. 0.3372 0.3372 0.0000 

Wine Quality F-mea. 0.3644 0.2987 18.029 

 

Table 5.4 allows to observe that the performance of LAMDA-

HAD is comparable to the performance of the classifiers that 

perform better. Low relative errors show that the new 

algorithm has a high performance in tasks of supervised 

learning, and greatly improve the performance in relation to 

the original LAMDA in all cases (see Tables 5.2 and 5.3). 

There are two specific benchmarks: Glass and Wine Quality, 

in which LAMDA-HAD has the largest difference, which are 

due to the distribution of data in descriptors that do not 
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provide relevant information for an adequate classification. 

In the other cases, the difference does not exceed 0.0467 in 

relation to the best classifier.  

5.1.1.2 Testing algorithms for the 

identification of new classes  

In this test, a Wireless dataset is used [109,148], which 

consists of data collected to perform experimentation on how 

wifi signal strengths can be used to determine locations. The 

dataset has 2000 data instances with 7 descriptors each 

one, corresponding to wifi signal strength observed on 

smartphones, used to identify 4 locations (classes). To 

perform the classification, the following procedure is 

considered: Data belonging to three locations (classes 

𝐶1,𝐶2 and 𝐶4) were selected for the training stage, while the 

data of the other location (class 𝐶3), combined with the other 

classes, was used for the validation stage (see Figure 5.1). 

The training stage was carried out with 90% of the database 

of the three classes, and the remaining 10% of the data and 

the location not taken into account during the training stage, 

were selected for the validation stage. This test is done to 

validate the ability of the algorithms for the identification of 

new classes. 

4 Locations (Classes)

3 Locations (Classes C1, C2, C4 )

90% training data

Validation

+

1 New Location (Class C3 )

10% validation data

Training

k-fold cross validation
 

Figure 5.1. Database partitioning for new classes identification 
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During the training stage, the data of class 3 have not been 

considered as shown Figure 5.1. The obtained results in the 

validation phase, in which those individuals have been 

considered are shown in Figure 5.2. With this experiment, 

the behavior of LDA, RF, LAMDA and LAMDA-HAD is 

observed when they are tested with data that did not belong 

to neither class in the training stage. Additionally, Figure 5.2 

shows the process of assignment of individuals. It shows the 

different results for each algorithm: 

 the individuals who have not been marked are the 

correctly assigned; 

 the misassigned data are marked in green;  

 the individuals sent incorrectly to the NIC are 

marked in red;  

 and the data marked in black are considered part of 

a new class automatically identified by the 

algorithms.  

In the case of LDA, the elements of class 3 were mostly 

assigned to class 1 and 4; on the other hand, in the case of 

RF (which in the previous experiment presented a perfect 

classification), now the majority individuals of class 3 have 

been assigned to class 2, that is, the algorithm found greater 

similarity of that data with respect to that class. LAMDA has 

been able to identify a new class, however, there are errors 

in the assignment of individuals, especially in classes 2 and 

4, which is not appropriate. Finally, LAMDA-HAD is the 

algorithm that performs the best identification, allowing to 

observe several interesting features, which are: 
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 The algorithm has correctly identified all the elements of 

classes 1, 2 and 4. 

 It has identified the most individuals of a new class 

(assigning them to class 0 that represents the NIC). 

 There is an incorrect assignment of certain individuals, 

but with a lower percentage with respect to the other 

algorithms. In particular, LAMDA-HAD is able to learn 

and identify new classes in the testing stage. 

 

Figure 5.2. Classification results of new classes identification 

Note that the comparison is not fair because LDA and RF 

cannot detect new classes, however the comparison is 

useful to identify one of the main advantages of the algorithm 

which is to identify classes not considered in the training 
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5.1.2 LAMDA-RD in clustering process  

In this subsection, the experimental tests in different 

clustering tasks are presented. The goal of the experiments 

is to validate LAMDA-RD, analyzing the cluster quality and 

its performance. The following tests are carried out: 

i. A general validation among LAMDA-RD, original 

LAMDA, and other well-known clustering methods tested 

in different benchmarks, making a comparative analysis 

of the quality of the results. In a first test, the statistics for 

clustering validation that handles the criterion that the 

labels of the clusters are unknown is computed. Then, 

the evaluation is performed considering the intrinsic and 

extrinsic characteristics of the obtained model. These 

metrics are: Silhouette Coefficient (𝑆𝐶), WB-index (𝑊𝐵), 

and Performance Coefficient (𝑃𝑐) based on 𝑆𝐶. Metrics 

as: Modification of the Silhouette coefficient (𝑆𝐼𝐿𝐴), Sum-

of-squares within clusters (𝑆𝑆𝑊), Sum-of-squares 

between clusters (𝑆𝑆𝐵) are presented in [107]. In a 

second test, the datasets with labeled clusters to 

compare the formed partitions performed by the 

algorithms against the real classes is presented; this is a 

standard evaluation procedure for clustering used to 

compute the Rand Index (𝑅𝐼). 

ii. A comparative analysis in a streaming data scenario 

among LAMDA-RD, LAMDA-TP and  the algorithm called 

“Autonomous Data-driven Clustering for Live 

DataStream (ADDclustering) [149] is presented. This 

algorithm has been selected since it allows online 

clustering, a characteristic to be considered in order to 

make a fair comparison with LAMDA-RD. In this 
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experiment, the individuals are acquired from streaming 

data, to test the algorithms in online operation.  

The tests described in i) and ii) are validated using datasets 

from [140,150,151]. The datasets have different 

characteristics as: number of individuals and features, level 

of intra-cluster overlap to observe how the allocation of 

individuals is made in those cases, balanced and 

unbalanced classes, and finally, the number of clusters (see 

detail in Table 5.5). Datasets with a large number of data 

are: Dim 1024, Unbalance and Postures (high-dimensional) 

and their analysis is required to observe the cluster quality 

and to measure the machine time to perform the partitions. 

2-dimensional datasets are used for visualization purposes, 

to easily observe the behavior of the different algorithms. In 

all benchmarks, the original dimensionality has been 

maintained to make a fair comparison between the 

algorithms. Also, in Appendix A, a two-dimensional graphs 

of the datasets are shown using the t-Distributed Stochastic 

Neighbor Embedding. 

Table 5.5. Datasets used to test the clustering algorithms [107] 

Dataset 
# 

Individuals 
# 

Features 
Overlapping 

# 
Clusters 

Dim 1024 1024 1024 0% 16 

Segment 2310 19 unknown 7 

Hepta 212 3 0% 7 

R15 600 2 0% 15 

Aggregation 788 2 0% 7 

Unbalance 6500 2 0% 8 

s1 5000 2 9% 15 

s2 5000 2 20% 15 

s3 5000 2 41% 15 

a1 3000 2 22% 20 

Postures 74975 15 Unknown 5 
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5.1.2.1 Comparison of LAMDA-RD with 

other clustering algorithms 

In the following experiments, the parameters of the 

compared algorithms are tuned with the same care and 

separately for each dataset, to make a fair comparison. The 

tuning procedure of LAMDA-RD parameters is addressed in 

[107], where a sensitivity analysis of the results is detailed.  

This test is done to compare the quality of the formed 

clusters with respect to the results of original LAMDA and 

other methods which are generally iterative, do not work 

online, and require the number of clusters as input 

parameter which has been considered in this work. These 

algorithms will serve to make an in-depth comparison in 

terms of performance. The results of some conventional 

algorithms such as: (K-means (KM), K-medoids (KMD), 

Fuzzy c-means (FCM), DBSCAN (DBS)), and 

Agglomerative hierarchical tree (AHT) [4] are presented in 

this work. We have presented a more detailed analysis in 

[107], showing the results of other algorithms as Spectral 

clustering (SPC) [53], Hierarchical density-based clustering 

(HDBSCAN “HDB”) [54] and Link-based cluster ensemble 

framework with consensus function (CON) [55].  

Figure 5.3 shows the methodology used for this experiment. 

It should be noted that LAMDA works with streaming data 

while the other algorithms require the complete dataset. This 

test allows to evaluate the quality of the created clusters 

considering benchmarks with historical data.  
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Figure 5.3. Methodology used for the comparison of LAMDA-RD 

with other approaches 

As shown Figure 5.3, to obtain more reliable results, the 

experiment is repeated 20 times (#𝑟𝑒𝑝𝑠 = 20), each time 

performance metrics are computed, and from the obtained 

results, the mean value (�̅�) and standard deviation (𝜎) of the 

metrics are computed, to observe the repeatability and the 

confidence interval of the experiment. 

Table 5.6. presents the 𝑆𝐶 for each clustering algorithm, 

where the best average (highest value) in each benchmark 

has been marked in bold text. The standard deviation shows 

the variability of the results in the different tests. 

The best algorithms have 𝑆𝐶 values the closest to 1, 

identifying dense and well-separated clusters. In all 

benchmarks, LAMDA-RD is better than original LAMDA, in 

most cases significantly improving the quality of the created 

partitions, for instance, see the results in Segment, or in the 

cases of Unbalance, s1, s2, s3 and a1, where 𝑆𝐶 goes from 

negative values (bad clustering) to positive values, in some 

cases better than conventional algorithms (𝑆𝐶 close to 1). 
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Table 5.6. 𝑆𝐶 for different clustering algorithms 

    LMD 
LMD-
RD 

KM KMD FCM AHT DBS 

Dim1024 
�̅� 1.00 1.00 1.00 1.00 0.58 1.00 1.00 

σ 0.00 0.00 0.00 0.00 0.03 0.00 0.00 

Segment  
�̅� 0.25 0.57 0.49 0.50 0.51 0.42 0.38 
σ 0.00 0.05 0.03 0.02 0.02 0.00 0.00 

Hepta 
�̅� 0.85 0.88 0.77 0.88 0.88 0.88 0.88 

σ 0.03 0.00 0.07 0.00 0.00 0.00 0.00 

R15 
�̅� 0.08 0.90 0.80 0.90 0.90 0.90 0.88 
σ 0.06 0.13 0.06 0.00 0.00 0.00 0.00 

Aggreg. 
�̅� 0.34 0.57 0.64 0.64 0.62 0.62 0.61 
σ 0.05 0.02 0.02 0.01 0.03 0.00 0.00 

Unbalan. 
�̅� -0.1 0.94 0.90 0.89 0.78 0.81 0.94 
σ 0.08 0.03 0.07 0.07 0.07 0.00 0.00 

s1 
�̅� -0.2 0.85 0.81 0.84 0.85 0.85 0.83 
σ 0.03 0.05 0.03 0.06 0.04 0.00 0.00 

s2 
�̅� -0.2 0.72 0.74 0.75 0.78 0.74 0.59 
σ 0.03 0.06 0.04 0.05 0.03 0.00 0.00 

s3 
�̅� -0.2 0.46 0.63 0.64 0.65 0.43 -0.3 
σ 0.02 0.04 0.02 0.02 0.02 0.00 0.00 

a1 
�̅� -- 0.65 0.72 0.72 0.72 0.68 0.54 
σ -- 0.05 0.02 0.03 0.03 0.00 0.00 

 

LAMDA-RD obtains a performance comparable to the best 

clustering algorithms in datasets as Dim1024, and Hepta. 

Also is the best algorithm for Segment, Unbalance and s1, 

which are datasets of balanced and unbalanced distribution, 

with a maximum intra-cluster overlap of 9%. In the 

benchmarks R15, Aggregation and s2, LAMDA-RD presents 

results very close to the best value (KMD). In s3 and a1, the 

algorithm decreases its performance due to the dispersion 

of the individuals (the overlap increases). Nevertheless, 

based on 𝑆𝐶, it is observed that LAMDA-RD, in s3 and a1 

datasets, presents better results with respect to DBS. 
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The weakness of LAMDA-RD in datasets with high overlap 

occurs since the number of clusters to be built is unknown. 

It has the same problems as density techniques as DBS, 

which decrease their performance since they are not based 

on distance optimization criteria, like KM, FCM or AHT. 

The 𝜎 in all cases allows to notice that similar results are 

obtained in each iteration. The worst case is given in R15, 

where 𝜎 = 0.13 reaches 14% of the average value, giving an 

idea of a correct behavior of the algorithm. The results of 

𝑊𝐵𝑖𝑛𝑑𝑒𝑥 for each clustering algorithm are presented in Table 

5.7, where the best average (lowest value) in each 

benchmark has been marked in bold text.  

Table 5.7. 𝑊𝐵𝑖𝑛𝑑𝑒𝑥  for different clustering algorithms 

    LMD 
LMD-

RD 
KM KMD FCM AHT DBS 

Dim1024 
�̅� 0.14 0.14 0.14 0.14 2.24 0.14 0.14 

σ 0.00 0.00 0.00 0.00 0.07 0.00 0.00 

Segment  
�̅� 32.1 4.56 3.64 3.49 3.45 7.09 5.05 

σ 1.29 0.23 0.14 0.08 0.07 0.00 0.00 

Hepta 
�̅� 2.72 1.76 2.41 1.76 1.76 1.76 1.76 

σ 0.49 0.12 0.39 0.00 0.00 0.00 0.00 

R15 
�̅� 22.75 1.43 1.76 1.42 1.43 1.43 1.47 

σ 2.76 0.14 0.17 0.00 0.00 0.00 0.00 

Aggreg. 
�̅� 3.86 2.29 2.15 2.11 2.15 2.20 2.45 
σ 0.31 0.31 0.06 0.01 0.05 0.00 0.00 

Unbalan. 
�̅� 11.54 1.03 1.04 1.04 1.10 2.95 1.08 

σ 0.83 0.07 0.04 0.04 0.06 0.00 0.00 

s1 
�̅� 30.50 1.77 2.04 1.83 1.79 1.78 1.78 
σ 1.59 0.17 0.22 0.31 0.22 0.00 0.00 

s2 
�̅� 57.52 2.44 2.42 2.37 2.19 2.39 2.68 

σ 1.45 0.23 0.25 0.24 0.18 0.00 0.00 

s3 
�̅� 91.8 5.58 3.08 3.05 2.92 4.15 7.76 
σ 2.48 0.26 0.14 0.14 0.11 0.00 0.00 

a1 
�̅� 55.2 2.90 2.78 2.75 2.72 2.89 2.43 

σ 2.08 0.14 0.11 0.15 0.13 0.00 0.00 
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As in the previous metric, LAMDA-RD is the best for the 

𝑊𝐵𝑖𝑛𝑑𝑒𝑥 in the datasets: dim 1024, Hepta and s1, where the 

individuals have a percentage of overlap under( 9%), and in 

the case where the clusters are unbalanced (Unbalance).  

In the datasets Segment, R15 and Aggregation, LAMDA-RD 

is very close to the best values, as explained before, in 

cases where there is no overlap between groups. For s2, s3 

and a1, the performance of the method decreases, due to 

the presence of individuals in overlapping areas. The other 

methods can build better models because they know the 

number of clusters to build; this is evidenced by the results 

obtained with the methods KM, KMD, FCM, and AHT whose 

results are similar in the last three benchmarks. Small values 

of 𝜎, again show that the repeatability in the experiments 

performed at each iteration is adequate. 

Finally, we propose one way to determine the best 

algorithms with only one metric, we propose to compute the 

Performance Coefficient “𝑃𝐶" defined in Appendix C and 

detailed in [107]. These values are shown in Table 5.8. The 

best result has been marked in bold text for each 

benchmark. 

The results presented in Table 5.8 show that LAMDA-RD is 

the best algorithm for the following datasets: Dim 1024, 

Hepta, Unbalance and s1, which implies a correct clustering 

based on 𝑃𝐶 . In Segment, and R15, LAMDA-RD has values 

very close to the best algorithm (KMD). The performance for 

s2, s3 and a1 is reduced in LAMDA-RD and DBSCAN, which 

is reasonable because they are based on densities, in which, 

if there are scattered individuals, then the algorithms cannot 

make a correct assignment in the clusters. Also, it can be 
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seen that our proposal makes an adequate clustering when 

the groups have not overlapping between them.  

Table 5.8. 𝑃𝐶  metric for different clustering algorithms 

    LMD 
LMD-

RD 
KM KMD FCM AHT DBS 

Dim1024 
�̅� 0.14 0.14 0.14 0.14 3.92 0.14 0.14 

σ 0.00 0.00 0.00 0.00 0.35 0.00 0.00 

Segment  
�̅� 127 8.01 7.43 7.04 6.78 17.02 13.48 

σ 15.5 0.16 0.59 0.42 0.44 0.00 0.00 

Hepta 
�̅� 3.23 1.99 3.18 1.99 1.99 1.99 1.99 

σ 0.69 0.29 0.71 0.00 0.00 0.00 0.00 

R15 
�̅� 110 1.59 2.24 1.58 1.59 1.60 1.68 

σ 32.0 0.17 0.40 0.00 0.00 0.00 0.00 

Aggreg. 
�̅� 11.7 4.72 3.37 3.28 3.47 3.56 4.04 
σ 2.91 2.44 0.19 0.04 0.25 0.00 0.01 

Unbalan. 
�̅� -34.3 1.10 1.16 1.18 1.43 3.66 1.17 

σ 3.26 0.06 0.12 0.13 0.19 0.00 0.00 

s1 
�̅� -109 2.04 2.55 2.22 2.12 2.08 2.15 
σ 10.4 0.34 0.37 0.56 0.35 0.00 0.00 

s2 
�̅� -290 3.40 3.29 3.20 2.82 3.22 4.53 

σ 37.3 0.73 0.52 0.57 0.38 0.00 0.00 

s3 
�̅� -329 12.30 4.86 4.79 4.49 8.64 -23.6 
σ 14.74 1.53 0.40 0.37 0.32 0.00 0.01 

a1 
�̅� -- 4.47 3.89 3.84 3.78 4.26 4.53 

σ -- 0.59 0.25 0.35 0.32 0.00 0.01 

 

In the benchmark s1 (9% of overlapping), LAMDA-RD is the 

best algorithm, concluding that the performance of the 

algorithm is not affected by individuals slightly overlapped 

between clusters. Also, based on the metrics, we can note 

that LAMDA-RD perform a proper clustering process for the 

unbalanced datasets (unbalance). When the overlapping 

percentage increases, e.g., in s2 (20% overlap), the 

algorithm still makes a correct clustering; however, in the 

case of a1 and s3 (22% and 40% of overlapping, 
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respectively), based on the experiments, it is concluded that 

density-based methods have problems assigning individuals 

located in the overlap zone. KMD, FCM, and AHT have the 

advantage of knowing the number of clusters a priori, which 

makes it easier to assign those samples to the nearest 

cluster, e.g., in s3 (𝑃𝐶 ≈ 4.48), while LAMDA-RD decreases 

its performance (𝑃𝐶 ≈ 12.3), a value that shows that when 

there is an overlap greater than 20% between clusters, the 

proposal builds clusters with poor quality, incorrectly 

assigning individuals to the most similar clusters. 

Particularly, the proposal is better than DBS, the methods 

with which a fairer comparison can be made without setting 

the desired number of partitions. 

Based on the 𝑃𝐶 , the results are consistent with 𝑆𝐶, and 

𝑊𝐵𝑖𝑛𝑑𝑒𝑥. LAMDA-RD presents works adequately if the 

overlapping between them is less than 20%. If the 

overlapping increases, then the iterative methods are better, 

which is logical due to their individual assignment 

methodology that allows minimizing distance functions at the 

intra-cluster, and maximizing inter-cluster distances; 

however, these iterative methods increase the computation 

time depending on the dimensions of the objects, and the 

dataset. 

Finally, the quality of the clusters related to the real classes 

of each benchmark is evaluated with 𝑅𝐼. The results are 

computed with the best partitions obtained with each 

algorithm. These values are shown in Table 5.9. The best 

(highest values) has been marked in bold text.  
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Table 5.9. 𝑅𝐼 metric for different clustering algorithms 

  LMD 
LMD-
RD 

KM KMD FCM AHT DBS 

Dim1024 1.00 1.00 1.00 1.00 0.58 1.00 1.00 

Segment 0.53 0.43 0.62 0.74 0.84 0.34 0.01 

Hepta 0.84 0.99 0.94 0.91 0.89 0.99 0.99 

R15 0.13 0.99 0.55 0.99 0.95 0.98 0.42 

Aggreg. 0.12 0.81 0.73 0.70 0.57 0.99 0.91 

Unbalan. 0.08 1.00 0.88 0.88 0.83 0.61 1.00 

s1 0.10 0.99 0.83 0.80 0.97 0.98 0.86 

s2 0.09 0.89 0.83 0.96 0.96 0.87 0.73 

s3 0.08 0.52 0.80 0.84 0.83 0.70 0.39 

a1 0.07 0.83 0.86 0.93 0.90 0.95 0.78 

 

The results of Table 5.9 show that clusters constructed by 

LAMDA-RD have a high value of coinciding with the real 

classes, taking into consideration that 𝑅𝐼 is an extrinsic 

clustering validation measure that compares the output of 

the clustering method and the real results (groups). LAMDA-

RD is better than LAMDA in all benchmarks, and in some 

datasets like Dim 1024, Hepta, R15, Unbalance and s1, the 

results are as good as the best algorithms, and in some 

cases better than them (see R15, and s1). In the rest of 

datasets. The has problems in Segment dataset, in which a 

high number of descriptors is affecting the performance of 

the density-based methods (see the values of LAMDA-RD, 

DBS and HDB), so, an evaluation of the relevant descriptors 

should be made, discarding those that do not adequately 

characterize each group. Due to the distribution and different 

densities of the clusters of Unbalance (see the distribution of 

data in [150]), LAMDA-RD, DBS and HDB algorithms are the 

best since they can clearly distinguish each group due to the 
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separation that exists among them, without the existence of 

overlap. 

Table 5.10, shows the relative error between the result of the 

best clustering algorithm based on the average value and 

LAMDA-RD. 

Table 5.10. Relative error between the highest 𝑅𝐼 and LAMDA-

RD metrics 

Dataset Best 
Value 

LAMDA- 
RD 

Relative 
Error (%) 

Dim1024 1.00 1.00 0 

Segment 0.84 0.43 48.81 

Hepta 0.99 0.99 0 

R15 0.99 0.99 0 

Aggreg. 0.99 0.81 18.18 

Unbalan. 1.00 1.00 0 

s1 0.99 0.99 0 

s2 0.96 0.89 7.29 

s3 0.84 0.52 38.10 

a1 0.95 0.83 12.63 

 

The results of Table 5.10 show that LAMDA-RD presents the 

largest errors in segment (48.81%) and s3 (38.10%), these 

errors due to the overlap presented by their respective 

samples. Relative errors of less than 20% are evidenced for 

all other datasets, and in some cases the relative error is 0%, 

which allows us to validate our algorithm in the clustering 

context. 

5.1.2.2 Performance comparison of 

LAMDA-RD and other online clustering 

algorithms 

To analyze and determine how LAMDA-RD improves the 

behavior of LAMDA and other online clustering algorithms 
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that work with data stream, the following test is performed. 

Aditionally, it is presented the time consuming of each 

proposal in a streaming data scenario. In this context, a 

successful algorithm must consider the following restrictions 

[152]: 

 Individuals continually arrive; 

 There is no control in the order in which the 

individuals are generated; 

 The size of a stream is (potentially) unbounded; 

 Data objects are discarded after they have been 
processed. 

All these restrictions are considered in this experiment, in 

which are tested the algorithms LAMDA-RD, LAMDA-TP, 

and ADDclustering, for online data streams [149] (the results 

of original LAMDA are presented in [107]). A maximum 

exigency parameter is set (𝛼 = 1), because it is desired a 

strict behavior for the algorithms in the assignment process. 

The control parameters of LAMDA-RD (𝑑𝑛𝑏 and 𝐷𝑡) have 

been heuristically set to obtain a number of clusters closer 

to the real classes in each dataset. The methodology used 

for this experiment is presented in Figure 5.4.  
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Figure 5.4. Methodology used for the comparison of the different 

online clustering algorithms 

The experiment is repeated 20 times (#𝑟𝑒𝑝𝑠 = 20), each 

time performance metrics are computed. Finally, from the 

obtained results, the average and standard deviation are 

computed, to observe the repeatability in the creation of 

clusters of each online algorithm. 

The results of the metrics are shown in Table 5.11, and the 

algorithm with the best average metric is marked in bold text. 

According to 𝑃𝐶 , LAMDA-RD is the best in all the cases, even 

with high-dimensional datasets (see Postures), which shows 

an acceptable scalability of LAMDA-RD at the cost of 

increasing the computational time, which is common in data 

stream scenarios. It can be observed that this metric 

increases directly proportional when the percentage of 

overlap between clusters increases (see s1, s2, s3 and a1), 

which is expected because the clustering is more complex 
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since different individuals can belong to two or more 

clusters.  

LAMDA-RD has the highest computational cost, due to the 

additional operations that are executed for the merging 

stage. This time depends especially on the number of 

individuals and the number of dimensions, e.g. Segment 

(65.23s, 2310 individuals and 19 features), and Postures 

(600.8s, 74975 individuals and 15 features). Additionally, it 

is observed that LAMDA-RD, with respect to ADDClustering, 

presents better results in all the benchmarks for online 

clustering. Evaluating 𝑃𝐶 , LAMDA-RD is always the best, in 

Segment (LAMDA-RD: 65.23s and ADDClustering: 1.780s) 

ADDclustering is faster, which shows that this algorithm 

works better with several descriptors, decreasing its 

performance when the number of individuals increases (see 

Postures). 

Table 5.11. Performance metrics of online clustering algorithms 

      SC #Clus. WBind T (s) PC 

Segment 

LMD-

RD 

�̅� 0,57 7,00 4,56 65,2 8,01 

σ 0,05 1,00 0,23 5,19 0,16 

LMD-
TP 

�̅� 0,19 3,00 125 2,50 662 
σ 0,03 1,00 6,24 0,33 37,48 

ADDC 
�̅� 0,55 3,00 4,57 1,78 8,31 
σ 0,03 0,00 0,68 0,33 1,55 

s1 

LMD-
RD 

�̅� 0,85 15,0 1,77 26,8 2,04 

σ 0,05 1,00 0,17 4,23 0,34 

LMD-

TP 

�̅� 0,47 15,0 4,17 3,84 9,41 
σ 0,08 1,00 0,44 0,47 3,09 

ADDC 
�̅� 0,51 4,00 2,32 8,59 4,53 
σ 0,07 0,00 0,02 0,00 0,01 

s2 

LMD-

RD 

�̅� 0,72 15,0 2,44 31,84 3,40 

σ 0,06 1,00 0,23 6,15 0,73 

LMD-
TP 

�̅� 0,39 22,0 5,93 3,92 16,5 
σ 0,09 2,00 0,69 0,33 6,65 
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ADDC 
�̅� -- 1,00 Inf 1,22 -- 
σ -- 0,00 -- -- -- 

s3 

LMD-
RD 

�̅� 0,46 30,00 5,58 30,25 12,30 

σ 0,04 1,00 0,26 1,48 1,53 

LMD-
TP 

�̅� 0,35 24,0 6,22 3,88 18,46 
σ 0,05 2,00 0,48 0,09 3,99 

ADDC 
�̅� -- 1,00 Inf 1,25 -- 

σ -- 0,00 -- -- -- 

a1 

LMD-
RD 

�̅� 0,65 20,0 2,90 5,98 4,47 

σ 0,05 1,00 0,14 0,78 0,59 

LMD-
TP 

�̅� 0,32 17,00 5,59 1,55 17,81 

σ 0,05 1,00 0,44 0,08 3,74 

ADDC 
�̅� 0,53 11,00 3,79 26,98 7,16 
σ 0,00 0,00 0,00 0,00 0,00 

Postures 

LMD-
RD 

�̅� 0,03 6,00 16,0 600 497 

σ 0,00 1,00 1,90 5,24 6,87 

LMD-
TP 

�̅� 0,05 25,0 28,8 110, 644 
σ 0,00 0,00 2,69 3,65 5,24 

ADDC 
�̅� 0,68 2,00 6547 766 9672 

σ 0,03 0,00 10,25 10,98 35,24 

 

An illustration of the obtained clusters with the different 

algorithms in s1, is presented in Figure 5.5.  

 
(a)                                                 (b) 



 

128 

 
(c)                                                 (d) 

Figure 5.5. Tests performed with s1 dataset; (a) Original partition, 

clusters generated by (b) LAMDA-RD (15 clusters), (c) LAMDA-

TP (15 clusters), and (d) ADDclustering (4 clusters), see the 

detailed statistics in Table 5.9. 

The parameters of LAMDA-RD (𝑑𝑛𝑏 and 𝐷𝑡) hIave been 

calibrated to obtain the desired number of clusters. On the 

other hand, LAMDA-TP creates 15 clusters of poor quality 

because it incorrectly assigns individuals in different clusters 

(bad quality clusters). Finally, ADDClustering builds 4 

clusters, and according to the results of Table 5.10 (for s1), 

it can be noted that the quality of the clusters is not as good 

as that obtained by LAMDA-RD, where all quality metrics are 

the best, e.g. 𝑃𝐶 = 2.04. The method that follows is 

ADDClustering, with 𝑃𝐶  =  4.532 (almost double), this is, the 

groups formed have better inter-cluster (the individuals in the 

same group are very similar to each other) and intra-cluster 

characteristics. 

5.2  Tests of LAMDA as controller 

In order to validate the LAMDA controller in the different 

proposals, in this subsection different case studies are 

addressed, based on the papers developed throughout this 

research, such as [124,136,138,153,154], in which its 
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behavior has been observed in various non-linear systems 

whose characteristics may be of interest in different 

applications, which shows the versatility of LAMDA-based 

controllers. 

The results of Rule-based LAMDA are not shown in detail in 

this section because this work focuses on the comparison of 

LSMC, ZLSMC and Adaptive LAMDA proposals. These 

methods use the Rule-based LAMDA presented in 

subsection 4.1 as a basis for the design and implementation. 

For a more in-depth analysis of its application in the field of 

control, the reader is recommended to review our 

papers[124,154]. 

5.2.1   LSMC experiments 

The proposal is validated in two SISO continuous nonlinear 

systems: 1) Temperature control of a continuous stirred tank 

reactor (CSTR) under bounded disturbances and reference 

changes, and 2) Regulation of a mixing tank with variable 

parameters (variable dynamics). The tests are compared 

with PID controllers (or their variants), Rule-based LAMDA 

[124,154] and SMC presented in [127]. Additionally, the 

scaling gains calibration of the LSMC is performed using two 

methods: Heuristic calibration and Offline calibration using 

PSO (as mentioned in the fifth objective of this work). 

The purpose of making the comparison of both scaling gains 

calibration methods is to analyze if there is a considerable 

improvement in the performance of the controller in the 

tested processes.  
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5.2.1.1 Case Study 1 

The system studied is a continuous stirred tank reactor 

(CSTR) presented in Figure 5.6, where the exothermic 

reaction 𝐴 → 𝐵 is carried out. To remove the heat of reaction, 

the reactor is surrounded by a jacket through which a cooling 

liquid flows. The temperature controller has been calibrated 

to operate in a range of 80 to 100[°𝐶].  

T T TC

Reference

FC(t)

Cai(t)

Product

T(t)

CA(t)

F(t)

AC
V, CA ,T

Feed

Ti(t)

TC(t)

F(t)

TO(t)

Coolant

VC 

 

Figure 5.6. Studied process (CSTR) 

For the system analysis, the following considerations are 

accepted [127]: 

 Densities and heat capacities of the reactants and 

products are equal and constant. 

 The heat losses from the jacket to the surroundings 

are negligible. 

 The heat of reaction is constant. 

 The liquid volume in the tank is constant.  

 The jacket and the reactor are well mixed. 
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The mathematical equations that describe the dynamic 

behavior of the system are:  

 Mole balance on reactant A 

𝑑𝐶𝐴(𝑡)

𝑑𝑡
=
𝐹(𝑡)

𝑉
(𝐶𝑎𝑖(𝑡) − 𝐶𝐴(𝑡))− 𝑘𝐶𝐴

2(𝑡)        (5.1) 

 Energy balance on reactor contents 

𝑑𝑇(𝑡)

𝑑𝑡
=
𝐹(𝑡)

𝑉
(𝑇𝑖(𝑡) − 𝑇(𝑡)) − 𝑘𝐶𝐴

2(𝑡)
∆𝐻𝑅
𝜌𝐶𝑝

 

−
𝑈𝐴

𝑉𝜌𝐶𝑝
(𝑇(𝑡)− 𝑇𝐶(𝑡))  (5.2) 

 Energy balance on the jacket 

𝑑𝑇𝐶(𝑡)

𝑑𝑡
=

𝑈𝐴

𝑉𝐶𝜌𝐶𝐶𝑝𝑐
(𝑇(𝑡) − 𝑇𝐶(𝑡)) −

𝐹𝐶(𝑡)

𝑉𝐶
(𝑇𝐶(𝑡) − 𝑇𝑐𝑖(𝑡))     (5.3) 

 Reaction rate coefficient  

𝑘 = 𝑘0𝑒
−

𝐸
𝑅(𝑇+273)                         (5.4) 

 Temperature transmitter 

𝑑𝑇𝑂(𝑡)

𝑑𝑡
=
1

𝜏𝑇
[
𝑇(𝑡) − 80

20
− 𝑇𝑂(𝑡)]               (5.5) 

 Temperature transmitter 

𝐹𝐶(𝑡) = 𝐹𝐶𝑚𝑎𝑥𝛼
−𝑚(𝑡)                       (5.6) 

where 𝐶𝐴(𝑡): concentration of the reactant in the reactor 

[𝑘𝑔𝑚𝑜𝑙/𝑚3], 𝐶𝑎𝑖(𝑡): concentration of the reactant in the feed 

[𝑘𝑔𝑚𝑜𝑙/𝑚3], 𝑇(𝑡): temperature in the reactor [°𝐶], 𝑇𝑖(𝑡): 

temperature of the feed [°𝐶], 𝑇𝑐(𝑡): temperature of the jacket 

[°𝐶], 𝑇𝑐𝑖(𝑡): coolant inlet temperature [°𝐶], 𝑇𝑂(𝑡): transmitter 

output signal normalized from 0 a 1, [𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑇𝑂], 𝐹(𝑡): 
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process feed rate [𝑚3/𝑠], 𝑉: reactor volume [𝑚3], 𝑘: reaction 

rate coefficient [𝑚3/𝑘𝑔𝑚𝑜𝑙 − 𝑠], ∆𝐻𝑅: heat of reaction, 

assumed constant  [𝐽/𝑘𝑔𝑚𝑜𝑙], 𝜌: density of the reactor 

contents [𝑘𝑔𝑚𝑜𝑙/𝑚3], 𝐶𝑝: heat capacity of the reactants and 

products [𝐽/𝑘𝑔𝑚𝑜𝑙 − °𝐶], 𝑈: overall heat-transfer coefficient 

[𝐽/𝑠 − 𝑚2 − °𝐶], 𝐴: heat transfer area [𝑚2], 𝑉𝐶 : the jacket 

volume [𝑚3], 𝜌𝐶: density of the coolant [𝑘𝑔/𝑚3], 𝐶𝑝𝑐: specific 

heat of the coolant [𝐽/𝑘𝑔 − °𝐶], 𝐹𝐶(𝑡): coolant rate [𝑚3/𝑚𝑖𝑛], 

𝜏𝑇: time constant of the temperature sensor [𝑠], 𝐹𝐶𝑚𝑎𝑥: 

maximum flow through the control [𝑚3/𝑚𝑖𝑛], 𝛼: valve 

rangeability parameter, 𝑘0: Arrhenius frequency parameter 

[𝑚3/𝑠 − 𝑘𝑔𝑚𝑜𝑙], 𝐸: activation energy of the reaction 

[𝐽/𝑘𝑔𝑚𝑜𝑙], 𝑅: ideal gas law constant [𝐽/𝑘𝑔𝑚𝑜𝑙 −𝐾], 𝑚(𝑡): 

the fraction of controller output, from 0 to 1 [𝑝. 𝑢]. Table 5.11 

shows the parameters in steady-state at the desired 

operating point of the CSTR.  

Table 5.12. Steady-state values of the CSTR 

Var. Value Var. Value 

𝐶𝐴(𝑡)  1.1 𝑘𝑔𝑚𝑜𝑙/𝑚3 𝑉𝐶  1.82 𝑚3 
𝐶𝑎𝑖(𝑡) 2.8 𝑘𝑔𝑚𝑜𝑙/𝑚3 𝐹(𝑡) 0.45 𝑚3/𝑚𝑖𝑛 

𝑇 88°𝐶 𝐹𝐶𝑚𝑎𝑥 1.2 𝑚3/𝑚𝑖𝑛 

𝑇𝑖 66°𝐶 𝐶𝑝𝑐 4184 𝐽/𝑘𝑔 − °𝐶 

𝑇𝑐𝑖 27°𝐶 𝛼 50 

Ref. 88°𝐶 𝜏𝑇 0.33 𝑚𝑖𝑛 

∆𝐻𝑅 −9.6𝑒7 𝐽/𝑘𝑔𝑚𝑜𝑙  𝑘0 0.07 𝑚3/𝑘𝑔𝑚𝑜𝑙 − 𝑠 

𝐶𝑝 1.81𝑒5 𝐽/𝑘𝑔𝑚𝑜𝑙

− °𝐶 

𝐸 1.182𝑒7 𝐽/𝑘𝑔𝑚𝑜𝑙 

𝑈 3550 𝐽/𝑠 − 𝑚2 − °𝐶 𝑇𝑐 50.5 °𝐶 

𝜌𝐶  1000 𝑘𝑔/𝑚3 �̅� 0.254 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝐶𝑂 

𝐴 5.4 𝑚2 𝑉 7.08 𝑚3 

𝜌 19.2 𝑘𝑔𝑚𝑜𝑙/𝑚3 𝑅 8314 𝐽/𝑘𝑔𝑚𝑜𝑙 −𝐾 
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The model can be approximated to a First-Order Plus Dead 

Time (FOPDT) as presented in [127] with the form of : 

𝑋(𝑠)

𝑈(𝑠)
=
𝐾𝑒−𝑡𝑜𝑠

(𝜏𝑠 + 1)
                          (5.7) 

where 𝑋(𝑠) is the Laplace transform of the controlled 

variable (the transmitter output),  and 𝑈(𝑠) is the Laplace 

transform of the manipulated variable (the controller output), 

𝐾 is the process gain, 𝜏 is the process time constant, and 𝑡𝑜 

is the process dead time. 

In [127], the parameter identification gives the following 

values: 𝐾 = 1.6, 𝜏 = 13 𝑚𝑖𝑛, 𝑡0 = 3.0 𝑚𝑖𝑛, and for the design 

of the controller, the dead time 𝑡0 is modeled using a first-

order Taylor series approximation, as: 

𝑒−𝑡𝑜𝑠 ≅
1

𝑡0𝑠+ 1
                           (5.8) 

Substituting (5.8) in (5.7), it is obtained: 

𝑋(𝑠)

𝑈(𝑠)
≅

𝐾

(𝜏𝑠 + 1)(𝑡0𝑠+ 1)
=

𝐾

𝜏𝑡0𝑠
2+ (𝜏 + 𝑡0)𝑠 + 1

     (5.9) 

Solving (5.9) in the time domain:  

𝜏𝑡0�̈� + (𝜏 + 𝑡0)�̇� + 𝑥 −𝐾𝑢 = 0                (5.10) 

The system represented in state-space, where 𝑥1 = 𝑥, is: 

�̇�1 = 𝑥2                                               

�̇�2 = −
(𝜏 + 𝑡0)

𝜏𝑡0
𝑥2−

1

𝜏𝑡0
𝑥1 +

𝐾

𝜏𝑡0
𝑢            (5.11) 

Since this is a second-order differential equation, 𝑛 = 2, from 

(4.9), 𝑠(𝑡) becomes: 
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𝑠(𝑡) = (
𝑑

𝑑𝑡
+ 𝜆)

2

∫𝑒(𝑡) 𝑑𝑡                 

= (
𝑑2

𝑑𝑡
+ 2𝜆

𝑑

𝑑𝑡
+ 𝜆2)∫𝑒(𝑡) 𝑑𝑡                          

= �̇�(𝑡) + 2𝜆𝑒(𝑡) + 𝜆2∫𝑒(𝑡) 𝑑𝑡             (5.12) 

The derivative of (5.12) becomes: 

�̇�(𝑡) = �̈�(𝑡) + 2𝜆�̇�(𝑡) + 𝜆2𝑒(𝑡) = 0            (5.13) 

For 𝑛 = 2 in (4.18):  

�̈�(𝑡) = �̇�𝑑2(𝑡) − �̇�2(𝑡)                      (5.14) 

Replacing (5.11) and (5.14) in (5.13): 

�̇�(𝑡) = �̇�𝑑2(𝑡)+
(𝜏 + 𝑡0)

𝜏𝑡0
𝑥2 +

1

𝜏𝑡0
𝑥1−

𝐾

𝜏𝑡0
𝑢 + 2𝜆�̇�(𝑡) 

+𝜆2𝑒(𝑡) = 0      (5.15) 

Because 𝐾 > 0, then 
𝐾

𝜏𝑡0
> 0, so, based on (4.21), it is 

concluded that 𝑏(𝑋(𝑡), 𝑡) > 0. Thus, the rule tables to be 

used in this case study are presented in Tables 4.1 and 4.2. 

Figures 5.7 and 5.8 show the implemented rules to obtain 

continuous and discontinuous control actions. 

C1: γ1 = -1

C2: γ2 = -0.5

C3: γ3 = 0

C4: γ4 = 0.5

C5: γ5 = 1

 

Figure 5.7. Classes and rules for 𝑢𝑐 based on �̇�(𝑡) for the CSTR 
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C10: γ10 = 0

C9: γ9 = 0

C8: γ8 = -0.5

C7: γ7 = -1

C6: γ6 = -1

C15: γ15= 0.5

C14: γ14 = 0.5

C13: γ13 = 0

C12: γ12 = -0.5

C11: γ11= -0.5

C20: γ20= 1

C19: γ19= 1

C18: γ18 = 0.5

C17: γ17 = 0

C16: γ16 = 0

C5: γ5 = 0

C4: γ4 = 0

C3: γ3 = -1

C2: γ2 = -1

C1: γ1= -1

C25: γ25 = 1

C24: γ24 = 1

C23: γ23= 1

C22: γ22= 0

C21: γ21 = 0

 

Figure 5.8. Classes and rules for 𝑢𝑑 based on �̇�(𝑡) and 𝑠(𝑡)for the 

CSTR 

Four different approaches are tested to control the process, 

a conventional PID, a SMC controller proposed in [127], the 

LAMDA-PID presented in [154], and the LSMC controller. 

From [155], a PI is recommended when 𝑡0 < 𝜏/4; for this 

reason it is implemented for the test instead of a PID. The 

controller parameters have been tuned considering the 

method of Dahlin synthesis, obtaining 𝐾𝐶 = 1.35 and 𝜏𝐼 =

13 𝑚𝑖𝑛. The SMC parameters have been tuned considering 

the method proposed in [127], these are: 𝜆0 = 0.0421, 𝜆1 =

0.410, 𝐾𝐷 = 0.96, 𝛿 = 0.76. The LAMDA-PID controller has 

the parameters 𝑘𝑝 = 0.028, 𝑘𝑖 = 3.5, 𝑘𝑑 = 0.25, and for the 

LSMC, experimentally: 𝜆 = 0.144, 𝑘1 = 2.5 × 10
−4,  𝑘2 = 1.2, 

𝑘𝑐 = 1 and 𝑘𝑑 = 3. These values have been obtained 

empirically to decrease the ISE of the system. 

The PSO optimization has the following parametrization: 

#𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 = 500, 𝑠𝑡𝑎𝑙𝑙𝑡𝑖𝑚𝑒 𝑙𝑖𝑚𝑖𝑡 = 100, #𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 = 5, 

𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 0 ≤ 𝑚(𝑡) ≤ 1. As result, the optimized 

parameters are: 𝜆 = 0.121, 𝑘1 = 2.389 ×10
−4, 𝑘2 = 1.284, 

𝑘𝑐 = 1 and 𝑘𝑑 = 4.985. The results of the controller with 
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heuristic calibration are labeled (LSMC), and the results with 

the optimized calibration are labeled (LSMC-op). 

 Reference Change Test 

Figure 5.9 shows the temperature output 𝑇(𝑡). At 

50, 400, 650, and 870 𝑚𝑖𝑛 step changes are applied to the 

reference, to analyze the tracking carried out by the 

controllers. 

The results show that LSMC presents a smoother response 

than the other three methods in terms of control action and 

system output. Additionally, it is observed that when the 

greater magnitude reference change occurs, LSMC is the 

one that presents the minimum overshoot. The control action 

is similar to SMC and LAMDA and less abrupt than PI. An 

important point to note is how LSMC works much better than 

LAMDA-PID, with a less oscillatory response that quickly 

reaches the reference. Figure 5.10 summarizes the values 

of overshoot and settling time obtained in the reference 

change at time 870 𝑚𝑖𝑛, and the ISE of the entire simulation 

to compare the values obtained by each controller. 

4.93 %
3.26 %
2.53 %

2.58 %
2.60 %

 
(a) 
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(b) 

Figure 5.9. (a) Comparative outlet temperature of the CSTR, (b) 

applied control actions 

The results presented in the bars of Figure 5.10 show that 

the controller with the best performance is LSMC (𝐼𝑆𝐸𝐿𝑆𝑀𝐶 =

5.709), with respect to the PI, SMC and LAMDA-PID 

controllers. This index is consistent with the values of settling 

time (0.596ℎ) and overshoot (2.53%), which shows that the 

LSMC response is smoother and reaches the reference in a 

shorter time than the other control schemes. 

 

Figure 5.10. Comparative values of performance indexes of the 

controllers applied to the mixing tank 

0,57

0,596

0,621

0,991

0,598

2,58

2,53

2,6

3,26

4,93

5,35

5,709

7,513

6,808

6,446

LSMC-op

LSMC

LAMDA-PID

SMC

PI

ISE Overshoot [%] Settling time [h]
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 Robustness Test 

This test presents the response of the controllers when two 

disturbances are applied to the system. The first disturbance 

is applied at 100 𝑚𝑖𝑛, reducing by 10% the temperature of 

the feed 𝑇𝑖(𝑡) as shown in Figure 5.11. At this point, it is seen 

that if 𝑇𝑖(t) decreases, then the controller output must be 

increased to close the AC valve, such that less refrigerant 

enters the jacket, and the temperature increases to the 

desired reference. The second disturbance is applied at 

500 𝑚𝑖𝑛 increasing at 10% the concentration of the reactant 

in the feed. At this point, it is seen that if 𝐶𝑎𝑖 increases, then 

the temperature in the reactor increases; therefore, it is 

required that the control action decreases to open the valve 

to allow more refrigerant in the jacket to reach the desired 

temperature. The PI, SMC, LAMDA-PID, and LSMC present 

the following performance indexes 𝐼𝑆𝐸𝑃𝐼 = 0.402, 𝐼𝑆𝐸𝑆𝑀𝐶=

1.8, 𝐼𝑆𝐸𝐿𝐴𝑀𝐷𝐴 = 0.448, and 𝐼𝑆𝐸𝐿𝑆𝑀𝐶= 0.38, respectively. 

Analyzing these results, it can be seen that the index of 

LSMC is the best and little lower than PI and LAMDA-PID, 

and much better than SMC. The control action of the LSMC 

is less abrupt than the PI and LAMDA-PID with few 

oscillations, which is a great advantage since there is no 

considerable effort required from the control valve, 

concluding that the proposed controller shows an 

outstanding behavior in terms of disturbance rejection. 



 

139 

-10%Ti
+10%Cai

 
(a) 

-10%Ti

+10%Cai

 
(b) 

Figure 5.11. (a) Comparative outlet temperature of the CSTR 

under disturbances, (b) applied control actions 

5.2.1.2 Case Study 2 

The system studied consists of a mixing of two fluids inside 

a tank where the volume of the tank varies freely without 

overflowing (see Figure 5.12). The system has a hot water 

stream 𝑊1(𝑡) that mixes with a cold water stream 𝑊2(𝑡) 

manipulated through a valve (actuator). The resulting 

mixture gives an output water stream 𝑊3(𝑡), which must be 

at the desired temperature. The temperature transmitter is 



 

140 

installed at a distance of 125 [𝑓𝑡] from the tank outlet, and 

has been calibrated to operate in a range of 100 to 200 [°𝐹]. 

The distance between the tank outlet and the location of the 

temperature transmitter generates a time delay in the 

measurement. For the system analysis, the following 

considerations are accepted: 

 The tank contents are well mixed. 

 The liquid volume in the tank varies without 
overflowing. 

 The pipe and the tank are well insulated. 

 The main disturbance of the system is the hot 
stream 𝑊1(𝑡). 

125 [ft]

T T

TC

Reference

h3

T1(t)

Cold Flow

T2(t)

W2(t)W1(t) FC

T4(t)
T3(t)

Hot Flow

Manual 

Valve W3(t)

 

Figure 5.12. Studied process (Mixing Tank) 

The mathematical equations that describe the dynamic 

behavior of the system are:  

 Energy balance in the mixing tank 

𝑊1(𝑡)𝐶𝑝1𝑇1(𝑡) +𝑊2(𝑡)𝐶𝑝2𝑇2(𝑡) −𝑊3(𝑡)𝐶𝑝3𝑇3(𝑡) 

= 𝐴3𝐶𝑣3
𝑑(ℎ3(𝑡)𝑇3(𝑡))

𝑑𝑡
        (5.16) 
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 Mass balance in the mixing tank 

𝑊1(𝑡)+𝑊2(𝑡) −𝑊3(𝑡) = 𝐴3
𝑑ℎ3(𝑡)

𝑑𝑡
                 (5.17) 

  Manual valve  

𝑊3(𝑡) = 11.8685𝐶𝑉𝐿3√ℎ3(𝑡)                        (5.18) 

 Pipe delay (between the location of temperature 

sensor) and the mixing tank 

𝑇4(𝑡) = 𝑇3(𝑡)(𝑡 − 𝑡0(𝑡))                  (5.19) 

 Time delay (dead time) 

𝑡0(𝑡) =
𝐿𝐴𝜚

𝑊3(𝑡)
                           (5.20) 

 Temperature transmitter 

𝑑𝑇𝑂(𝑡)

𝑑𝑡
=
1

𝜏𝑇
[
𝑇4(𝑡) − 100

100
− 𝑇𝑂(𝑡)]            (5.21) 

 Control valve position  

𝑑𝑉𝑝(𝑡)

𝑑𝑡
=
1

𝜏𝑉𝑝
[𝑚(𝑡)− 𝑉𝑝(𝑡)]                       (5.22) 

 Valve equation  

𝑊2(𝑡) =
500

60
𝐶𝑉𝐿𝑉𝑝(𝑡)√𝐺𝑓∆𝑃𝑣                     (5.23) 

where 𝑊1(𝑡): mass flow of hot stream [𝑙𝑏/𝑚𝑖𝑛], 𝑊2(𝑡): mass 

flow of cold stream [𝑙𝑏/𝑚𝑖𝑛], 𝑊2(𝑡): mass flow of the output 

stream [𝑙𝑏/𝑚𝑖𝑛], 𝐶𝑝: liquid heat capacity at constant 

pressure, [𝐵𝑡𝑢/𝑙𝑏 −℉], 𝐶𝑣: liquid heat capacity at constant 

volume [𝐵𝑡𝑢/𝑙𝑏 −℉], ℎ3: tank content level [𝑓𝑡], 𝐴: mixing 

tank cross-section [𝑓𝑡2], 𝑇1(𝑡): hot flow temperature [°𝐹], 
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𝑇2(𝑡): cold flow temperature [°𝐹], 𝑇3(𝑡): liquid temperature in 

the mixing tank [°𝐹], 𝑇4(𝑡): temperature 𝑇3(𝑡) considering the 

delay 𝑡0 [°𝐹], 𝑡0: dead time [𝑚𝑖𝑛], 𝜚: density of the mixing 

tank contents [𝑙𝑏/𝑓𝑡3], 𝐶𝑉𝐿: valve flow coefficient [𝑔𝑝𝑚/

𝑝𝑠𝑖1/2], 𝑇𝑂(𝑡): transmitter output signal normalized from 0 a 

1 [𝑝. 𝑢], 𝑉𝑝(𝑡): valve position, from 0 (closed valve) to 1 (open 

valve), 𝑚(𝑡): the fraction of controller output, from 0 to 1 

[𝑝. 𝑢], 𝐺𝑓: specific gravity, ∆𝑃𝑣: pressure drop across the 

valve [𝑝𝑠𝑖], 𝜏𝑇: time constant of the temperature sensor 

[𝑚𝑖𝑛], 𝜏𝑉𝑝: time constant of the control valve [𝑚𝑖𝑛], 𝐴: pipe 

cross-section [𝑓𝑡2], 𝐿: pipe length [𝑓𝑡]. 

Table 5.13 shows the parameters in steady-state at the 

desired operating point of the mixing tank. 

Table 5.13. Steady-state values of the mixing tank 

Variable Value Variable Value 

𝑊1  250 𝑙𝑏/𝑚𝑖𝑛 ℎ3 4.26509 𝑓𝑡 

𝑊2 191.17 𝑙𝑏/𝑚𝑖𝑛 𝐶𝑉𝐿3 18 𝑔𝑝𝑚/𝑓𝑡1/2 
𝑊3 441.17 𝑙𝑏/𝑚𝑖𝑛 𝐶𝑉𝐿 𝑔𝑝𝑚/𝑝𝑠𝑖1/2 

𝐶𝑝1 0.8 𝐵𝑡𝑢/𝑙𝑏 − °𝐹 𝑇𝑂 0.5 𝑝.𝑢. 
𝐶𝑝2 1.0 𝐵𝑡𝑢/𝑙𝑏 − °𝐹 𝑉𝑝 0.478 

𝐶𝑣3 0.9 𝐵𝑡𝑢/𝑙𝑏 − °𝐹 ∆𝑃𝑣 16 𝑝𝑠𝑖 

𝐶𝑝3 0.9 𝐵𝑡𝑢/𝑙𝑏 − °𝐹 𝑚 0.478 𝑝.𝑢. 
𝑇1  250 °𝐹 𝐺𝑓  1 

𝑇2 50 °𝐹 𝜏𝑇 0.5 𝑚𝑖𝑛 

𝑇3 150 °𝐹 𝜏𝑉𝑝  0.4 𝑚𝑖𝑛 

𝜌 62.4 𝑙𝑏/𝑓𝑡3 𝐴 0.2006 𝑓𝑡2 
𝐴3 3.51692 𝑓𝑡2 𝐿 125 𝑓𝑡 

 

From [127], the model can be approximated to a FOPDT as 

presented in (5.7). In order to observe the behavior of the 

parameters 𝐾, 𝜏 and 𝑡0, the procedure presented in [156] 

has been followed, in which it is proposed to vary the signal 
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𝑚(𝑡) applied to the valve in successive step changes, from 

0.1 to 0.9. Figure 5.13 shows how these parameters change 

as a function of the input signal 𝑚(𝑡), it is varying ascending 

(black) and descending (red). 

 

 

Figure 5.13. 𝐾, 𝜏, and 𝑡0 variations as 𝑚(𝑡) function for the mixing 

tank 

As seen in Figure 5.13, the parameters change over the 

entire range of action of 𝑚(𝑡), increasing the non-linearity of 

the system, which is complex to model, so, it is considered 

a highly nonlinear model due to the time delay and the 

variation of the parameters, an ideal case study to test the 

LSMC proposal. 
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For the design of the controller, it is used the procedure from 

(5.7)-(5.15) presented in the case study 1 (CSTR), obtaining 

a second-order system.  

Figure 5.13 has shown that the gain of the process is 

negative 𝐾 < 0  for the entire variation range of 𝑚(𝑡), then 
𝐾

𝜏𝑡0
< 0, so, based on (4.21), it is concluded that 𝑏(𝑋(𝑡), 𝑡) <

0. Thus, the rule tables to be used in this case study are 

presented in Tables 4.1 and 4.3. Figures 5.14 and 5.15 show 

the implemented rules to obtain the discontinuous and 

continuous control actions for this control system. 

C10: γ10 = 0

C9: γ9 = 0

C8: γ8 = 0.5

C7: γ7 = 1

C6: γ6 = 1

C15: γ15= -0.5

C14: γ14 = -0.5

C13: γ13 = 0

C12: γ12 = 0.5

C11: γ11= 0.5

C20: γ20= -1

C19: γ19= -1

C18: γ18 = -0.5

C17: γ17 = 0

C16: γ16 = 0

C5: γ5 = 0

C4: γ4 = 0

C3: γ3 = 1

C2: γ2 = 1

C1: γ1= 1

C25: γ25 = -1

C24: γ24 = -1

C23: γ23= -1

C22: γ22= 0

C21: γ21 = 0

 

Figure 5.14. Classes and rules for discontinuous control action 𝑢𝑑 

based on �̇�(𝑡) and 𝑠(𝑡) for the mixing tank 

 

C1: γ1 = 1

C2: γ2 = 0.5

C3: γ3 = 0

C4: γ4 = -0.5

C5: γ5 = -1

 

Figure 5.15. Classes and rules for continuous control action 𝑢𝑐 

based on �̇�(𝑡) for the mixing tank 
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For this experiment, the controllers tested in the case study 

1 are evaluated again. A PID, a conventional SMC, LAMDA-

PID, and the LSMC controller. From [56] a PID is 

recommended when 𝑡0 > 𝜏/4 as shown in Figure 5.13. The 

controller parameters have been tuned considering the 

method of Dahlin synthesis, obtaining 𝐾𝐶 = −0.17, 𝜏𝐼 = 0.1 

and 𝜏𝐷 = 1.7. The SMC controller parameters have been 

tuned considering the method proposed in [127], these are: 

𝜆0 = 0.60, 𝜆1 = 1.55, 𝐾𝐷 = 0.25, 𝛿 = 0.71. The LAMDA-PID 

controller has the parameters 𝑘𝑝 = 0.25, 𝑘𝑖 = 0.4, 𝑘𝑑 = 2.5 ×

10−5 and for the LSMC, experimentally, it has been set 𝜆 =

1, 𝑘1 = 2.5 × 10
−5, 𝑘2 = 0.25, 𝑘𝑐 = 5 and 𝑘𝑑 = 0.55. These 

values have been obtained empirically to decrease the ISE 

of the system. 

The PSO parameterization is set to: #𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 = 500, 

𝑠𝑡𝑎𝑙𝑙𝑡𝑖𝑚𝑒 𝑙𝑖𝑚𝑖𝑡 = 100, #𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 = 5, 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 0 ≤

𝑚(𝑡) ≤ 1. As result, the optimized values are: 𝜆 = 0.814, 

𝑘1 = 2.34 ×10
−5, 𝑘2 = 0.284, 𝑘𝑐 = 4.625 and 𝑘𝑑 = 0.785. 

Figure 5.16a shows the change in the hot water stream 𝑊1 

from 250 [𝑙𝑏/𝑚𝑖𝑛] to 125 [𝑙𝑏/𝑚𝑖𝑛]. The variation of this 

parameter is considered as a disturbance that changes the 

dynamics of the process. As an example, Figure 5.16b 

shows how the parameter 𝑡0 is affected by the changes of 

𝑊1  for the system in open loop.  

 
(a) 
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(b) 

Figure 5.16. (a) Change of 𝑊1 , (b) change of dead time 𝑡0 

The results of the application of the controllers PID, SMC, 

LAMDA-PID, and LSMC controlling the studied mixing tank 

under the disturbances presented above are shown in 

Figure 5.17, in which the system outlet temperature and the 

applied control actions are presented.   

3.69 %
1.45 %
0.66 %
0.57 %

(a) 

(b) 

Figure 5.17. (a) Comparative outlet temperature of the mixing 

tank, (b) applied control actions 
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As seen in Figure 5.17a, the LSMC controller regulates the 

output temperature effectively at 150 [° 𝐹], with a small 

overshoot and in a short time, e.g., see the small overshoot 

(1.87%) when 𝑊1 decreases to 125 [𝑙𝑏/𝑚𝑖𝑛], while the other 

proposals become oscillatory, unstable, or do not reach the 

reference.  

The LAMDA-PID approach can regulate the process 

adequately with a moderate presence of oscillations. The 

PID controller can regulate the system in the disturbance at 

10 [𝑚𝑖𝑛]; however, it oscillates as 𝑊1  decreases. In the 

disturbance that occurs at 450 [𝑚𝑖𝑛] (𝑊1 = 125 [𝑙𝑏/𝑚𝑖𝑛]), it 

is observed that the controller is not able to control the 

system, becoming unstable.  

In the case of SMC, the process output is regulated during 

the first three changes of 𝑊1 . It is observed that when 𝑊1 =

150 [𝑙𝑏/𝑚𝑖𝑛], then the response of this controller is very 

slow; however, it reaches the reference. When 𝑊1 =

125 [𝑙𝑏/𝑚𝑖𝑛], then it is observed that the controller 

considerably decreases its performance and degrades 

without reaching the reference during the simulation time.  

The zoom in Figure 5.17 shows in detail the behavior of the 

system output and control actions, where it is shown that 

LSMC reaches the reference quickly and with a smoother 

control action than the other proposals.  

The bars of Figure 5.18 summarizes the values of overshoot 

and settling time obtained in the disturbance at time 250 𝑚𝑖𝑛 

(where all the controllers are stable) and the ISE of the entire 

simulation for the comparison.  
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Figure 5.18. Comparative values of performance indexes of the 

controllers applied to the mixing tank 

Figure 5.18 shows that the controller with the best 

performance is LSMC (0.662) with respect to the PID, SMC 

and LAMDA-PID controllers. This index is consistent with the 

values of settling time (0.251ℎ) and overshoot (0.66%). 

Considering that a lower ISE implies a better performance of 

the controller because the error converges to zero faster, it 

can be noted that the performance of the LSMC proposal is 

the best, without the need for a recalibration of the controller, 

a process that is required for PID and SMC, to avoid the 

degradation of their performances. 

5.2.1.2.1 Sensitivity Analysis 

Considering that the mixing tank case study is the most 

complex to control due to the variability of the model 

parameters which increases its nonlinearity, in this 

subsection, the sensitivity analysis of the LSMC proposal is 

presented, in order to observe how the number of classes 

0,241

0,251

0,295

0,426

0,615

0,57

0,66

1,45

2,33 (undershoot)

3,69

0,65

0,662

0,754

0,779

14,48

LSMC-op

LSMC

LAMDA-PID

SMC

PID

ISE Overshoot [%] Settling time [h]
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affect the performance of the controller. For general 

purposes, 5 classes (𝑐 = 5) for 𝑠(𝑡) and 5 classes for �̇�(𝑡) 

have been established, as detailed in Tables 4.1, 4.2, and 

4.3. However, in this sub-section, the sensitivity of the 

controller is analyzed for a different number of classes. This 

experiment shows a comparison when three and seven 

classes are set in each variable, as follows: 

 Three classes (𝑐 = 3) for 𝑠(𝑡) and three for �̇�(𝑡), defined 

as 𝑁: Negative, 𝑍𝐸: zero, and 𝑃: Positive. As detailed in 

the procedure of section 3, the classes and the control 

output are standardized between [-1,1], this is 𝑁 = −1,

𝑍𝐸 = 0,  and 𝑃 = 1. 

 Seven classes (𝑐 = 7) for 𝑠(𝑡) and seven for �̇�(𝑡), defined 

as 𝑁𝐵: Negative Big, 𝑁𝑀: Negative Medium, 𝑁𝑆: 

Negative Small, 𝑍𝐸: zero, 𝑃𝑆: Positive Small, 𝑃𝑀: 

Positive Medium, and 𝑃𝐵: Positive Big. Also, the 

corresponding values are standardized between [-1,1]; 

this is: 𝑁𝐵 = −1,𝑁𝑀 = −0.66,𝑁𝑆 =  −0.33, 𝑍𝐸 = 0, 𝑃𝑆 =

0.33, 𝑃𝑀 = 0.66, and 𝑃𝐵 = 1. 

In order to make a fair comparison, the input and output 

constants of the controller have been set at the previously 

calibrated values for 5 classes in each variable, as 

presented in subsection 5.2.1.2. These are 𝜆 = 1, 𝑘1 = 2.5 ×

10−5,  𝑘2 = 0.25, 𝑘𝑐 = 5 and 𝑘𝑑 = 0.55. 

The simulation of the mixing tank with controllers that handle 

different class numbers is shown in Figure 5.19. The graph 

presents the system output (showing the ISE) and the 

control actions obtained in each case. 
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(a) 

 
(b) 

Figure 5.19. Controllers with different number of classes (a) outlet 

temperature of the process (b) applied control actions 

Figure 5.19 shows that the responses of the controllers with 

3 and 7 classes in 𝑠(𝑡) and �̇�(𝑡) present greater overshoot, 

and therefore, a more abrupt response with respect to the 

controller with 5 classes. The ISE for the controller with 3 

classes is reduced by around 0.36% concerning the 

controller with 5 classes, which has a smoother response, 

being this its great advantage. The controller's response with 

7 classes is more oscillatory; therefore, its ISE increases by 

around 3.9%, concerning the controller with 5 classes. 

Based on the results presented, it can be determined that 
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the controller's sensitivity varies minimally by changing the 

number of classes, without observing the degradation of the 

controller, or considerable changes in its behavior. The 

controller's best performance with 5 classes is because the 

input and output constants were calibrated with this number 

of classes. It is considered that better performance could be 

obtained in the case of 7 classes, by properly calibrating 

their centers and constants, which is a more complex 

process due to the existence of a greater number of 

variables, which would imply more time in the design and 

calibration stages. 

5.2.1.3 Comparative Analysis of LSMC and 

ZLSMC 

In this subsection, the two previous case studies are 

evaluated with the LSMC and ZLSMC controllers under 

heuristic calibration in each case, since the improvements 

with PSO consume more machine time and as has been 

observed, they have not represented a considerable 

improvement in the experiments. 

The LSMC and ZLSMC controllers have been designed 

under the procedure described in subsections 4.2 and 4.4 

respectively and have been set with the same scaling gains 

to obtain a fair comparison among them. 

5.2.1.3.1 CSTR Process  

In this process the parameters of LSMC and ZLSMC, 

empirically have been set to the following values: 𝜆 =

 0.144, 𝑘1 = 2.5 × 10−4 ,𝑘2 = 1.2, 𝑘𝑐 = 1 and 𝑘𝑑 = 3.  
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Figure 5.20 shows the temperature output 𝑇(𝑡) when step 

changes are applied to the reference to observe the 

response of the two controllers. 

  
(a) (b) 

Figure 5.20. (a) Comparative outlet temperature of the 

CSTR, (b) applied control actions of LSMC and ZLSMC 

 

Figure 5.21 shows the temperature output 𝑇(𝑡) when 

disturbances are applied. The first disturbance is applied at 

100 𝑚𝑖𝑛, reducing by 10% the temperature of the feed 𝑇𝑖(𝑡) 

and the second disturbance is applied at 500 𝑚𝑖𝑛 increasing 

at 10% the concentration of the reactant in the feed. 

+10%Cai

-10%Ti

 

-10%Ti

+10%Cai

 
(a)                                   (b) 

Figure 5.21. a) Comparative outlet temperature of the CSTR 

under disturbances, (b) applied control actions of LSMC and 

ZLSMC 
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5.2.1.3.2 Mixing Tank Process  

In this process the parameters of LSMC and ZLSMC, 

empirically have been set to the following values:: 𝜆 = 1, 

𝑘1 = 2.5 ×10
−5, 𝑘2 = 0.25, 𝑘𝑐 = 5 and 𝑘𝑑 = 0.55. Figure 

5.22 shows the response of the system when the changes 

in the hot water stream 𝑊1  presented in Figure 5.16 are 

applied. 

  
(a) (b) 

Figure 5.22. a) Comparative outlet temperature of the mixing 

tank, (b) applied control actions of LSMC and ZLSMC 

Table 5.14 presents the ISE values and the percentage of 

improvement with respect to the best value. The results 

show that ZLSMC is always better than LSMC. In the case 

of the CSTR process at reference changes, the 

improvement is minimal (0.07%), however the performance 

of ZLSMC improves considerably (63.3%) when the 

disturbances are applied to the system, which shows that the 

Z-numbers theory in this process produces a less impulsive 

response, reaching the reference more quickly due to the 

fact that in the design stage the term "U" of reliability is 

considered when errors are large. In the other hand, for the 

mixing tank, ZLSMC is better than LSMC in a lower 

percentage (3.10%), however the strong point to highlight in 
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this case study is in the disturbance at 450 𝑚𝑖𝑛, since as 

observed in the Figure 5.22, the control action of ZLSMC is 

smoother than the LSMC, this causes the overshoot to be 

minimal and without oscillation, which is a considerable 

improvement in terms of power consumption. 

Table 5.14. Comparative ISE values among LSMC and ZLSMC 

Process Controller ISE ∆ 

CSTR (Reference 
change)  

LSMC 5.709 
0.07% 

ZLSMC 5.705 

CSTR (applied 

disturbance) 

LSMC 0.3800 
63.3% 

ZLSMC 0.2327 

Mixing  
Tank 

LSMC 0.6636 
3.10% 

ZLSMC 0.6437 

 

5.2.2 Adaptive LAMDA experiments 

To validate the proposed controller, are addressed three 

case studies, each with different interesting properties, 

these are: the temperature control of the mixing tank, the 

regulation problem of an HVAC and the tracking trajectory of 

a mobile robot. In the experiments, it is demonstrated that 

the control strategy is experimentally stable and can be 

applied in systems with different dynamics. The results of 

these experiments are analyzed and compared with other 

fuzzy intelligent controllers that do not require the exact 

model of the plant to be designed, such as Fuzzy-PI (rule-

based) and the LAMDA-PI (class-based [124],[154]). These 

two methods are static (non-adaptive) and are designed and 

calibrated based on the designer's expertise, which is 

generally complex and time-consuming. The 

aforementioned process is not required by the adaptive 

method, which is the main advantage, especially when the 



 

155 

system has unknown or variable dynamics. Additionally, the 

comparison is made with the online inverse learning control 

with ANFIS [77]. Comparative analysis allows identifying the 

advantages of the proposed method in the different systems. 

In the case of the adaptive schemes of LAMDA and ANFIS, 

the procedure for the validation is shown in Figure 5.23, 

which summarizes the training and application stages based 

on the schemes of Figures 4.6 and 4.7. The black dashed 

lines represent the learning and controller configuration 

parameters and the definition of the inputs. The solid lines 

are the sequential operation of the proposal in the tests. 

Define the descriptors for the 

LAMDA identifier

X=[x1, xj, ,xn] 
T=

[x(k+1), x(k-1), ,u(k-1),...u(k-p)]T

Train the LAMDA 

idetifier with input/

output data pairs

Offline Learning Stage 

Train online the 

LAMDA identifier

Application Stage with
online Adaptive LAMDA 

Update the 

parameters of the 

LAMDA controller

Compute the 

Controller Output

Nonlinear system

Set the values for 

the learning:

Learning rate  η  

Momentum  β 

Forgetting factor  λ 

Number of classes  m 

Define the descriptors for the LAMDA 

controller

X=[x1, xj, ,xn] 
T=

[xref (k+1), x(k-1), ,u(k-1),...u(k-p)] T

initialize

 

Figure 5.23. Implementation scheme of the online learning 

adaptive controllers  
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5.2.2.1 Case Study 1 

HVAC systems are complex structures consisting of chillers, 

heat pumps, heating/cooling coils, boilers, air handling, 

thermal storage and liquid/air distribution units. It is a MIMO 

(Multiple-Input Multiple-Output) system with many variables 

whose modeling and dynamic study is complex due to its 

nonlinear characteristics [157]. Neuro-fuzzy systems are 

widely used in complex processes for modeling and control, 

however, its application in the HVAC systems is very limited 

[8]. The adaptive approach is simulated in the HVAC system 

presented by Arguello-Serrano and Velez-Reyes [158]. The 

main control objective in this simulation is to solve a 

regulation problem, analyzing and validating the proposed 

controller to abrupt disturbances in the thermal space 

variables (Zone 3 in Figure 5.24), these are: Temperature 

(𝑇3 [°𝐹]) and Humidity Ratio (𝑊3  [𝑙𝑏/𝑙𝑏]). 

 

Figure 5.24. Block diagram of a simple HVAC system 

The system operation is described as follows, outdoor air 

flows into the system mixing 25% of it with 75% of the 
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returning air, expelling the rest. The mixed air passes 

through a filter to the heat exchanger, where it is conditioned 

to the set point. The conditioned air is propelled to the 

thermal zone with a fan. The system requires to control the 

variables 𝑇3 and 𝑊3, simultaneously, based on thermal 

loads, by varying the fan speed, 𝑢1, to regulate the airflow 

rate and the cold-water pumping rate, 𝑢2, from the chiller to 

the heat exchanger [154]. The differential equations of 

energy and mass balances known from the conventional 

mathematical model of HVAC systems required for the 

simulations are: 

�̇�3 =
𝑓

𝑉𝑠
(𝑇2 − 𝑇3)−

ℎ𝑓𝑔
𝐶𝑝𝑉𝑠

(𝑊𝑠 −𝑊3) 

+
1

0.25𝐶𝑝𝑉𝑠
(𝑄0 −ℎ𝑓𝑔𝑀0) (5.24) 

�̇�3 =
𝑓

𝑉𝑠
(𝑊𝑠 −𝑊3) +

𝑀0

𝜌𝑉𝑠
                         (5.25) 

�̇�2 =
𝑓

𝑉ℎ𝑒
(𝑇3 −𝑇2)−

0.25𝑓

𝑉ℎ𝑒
(𝑇0 −𝑇3) 

−
𝑓ℎ𝑤
𝐶𝑝𝑉ℎ𝑒

(0.25𝑊0 + 0.75𝑊3 −𝑊𝑠) − 6000
𝑔𝑝𝑚

𝜌𝐶𝑝𝑉ℎ𝑒
  (5.26) 

where, ℎ𝑤 is the enthalpy of liquid water, 𝑊0 is the humidity 

ratio of outdoor air, ℎ𝑓𝑔 is the enthalpy of water steam, 𝑉ℎ𝑒  is 

the volume of the heat exchanger, 𝑊𝑠  is the humidity ratio of 

supply air, 𝑊3  is the humidity ratio of Zone 3, 𝐶𝑝 is the 

specific heat of air, 𝑇0 is the temperature of outdoor air, 𝑀0 is 

the moisture load, 𝑄0 is the sensible heat load, 𝑇2 is the 

temperature of supply air, 𝑇3 is the temperature of Zone 3, 

𝑉𝑠  is the volume of Zone 3, 𝜌 is the air mass density, 𝑓 is the 



 

158 

volumetric flow rate of air (𝑓𝑡3/𝑚𝑖𝑛), and 𝑔𝑝𝑚 is the flow rate 

of chilled water (𝑔𝑎𝑙/𝑚𝑖𝑛). The assumptions made in the 

derivation of this mathematical model are also detailed in the 

study of Arguello-Serrano and Velez-Reyes [158]. 

Representing the system in state space notation for 

designing the control system, let be 𝑓 = 𝑢1  and 𝑔𝑝𝑚 = 𝑢2 

the control actions that modify the target variables  𝑥1 = 𝑇3, 

𝑥2 =𝑊3 , 𝑥3 = 𝑇2, 𝑦1 = 𝑇3, 𝑦2 =𝑊3. The following 

parameters are defined to complete the model: 𝛼1 = 1/𝑉𝑠, 

𝛼2 = ℎ𝑓𝑔/𝐶𝑝𝑉𝑠, 𝛼3 = 1/𝜌𝐶𝑝𝑉𝑠, 𝛼4 = 1/𝜌𝑉𝑠, 𝛽1 = 1/𝑉ℎ𝑒, 𝛽2 =

1/𝜌𝐶𝑝𝑉ℎ𝑒, 𝛽3 = ℎ𝑤/𝐶𝑝𝑉ℎ𝑒. The mathematical model from 

(5.24)-(5.26) can be re-written in the new form as:  

�̇�1 = 𝑢1𝛼160(𝑥3− 𝑥1)− 𝑢1𝛼260(𝑊𝑠 − 𝑥2) 

+𝛼3(𝑄0 − ℎ𝑓𝑔𝑀0)    (5.27) 

�̇�2 = 𝑢1𝛼160(𝑊𝑠 − 𝑥2)+ 𝛼4𝑀0                        (5.28) 

�̇�3 = 𝑢1𝛽160(𝑥1− 𝑥3)+ 𝑢1𝛽115(𝑇0 − 𝑥1) 

−𝑢1𝛽360(0.25𝑊0 +0.75𝑥2 −𝑊𝑠)− 6000𝑢2𝛽2        (5.29) 

𝑦1 = 𝑥1     ;     𝑦2 = 𝑥2                                (5.30) 

Tables 5.15 and 5.16 contain the numerical values chosen 

for the simulation and the system parameters at the 

operating point, respectively. 

Table 5.15. Numerical values for system parameters 

𝜌 = 0.0074 [𝑙𝑏/𝑓𝑡3] 𝐶𝑝 = 0.24 [𝐵𝑡𝑢/𝑙𝑏°𝐹] 

𝑇𝑟𝑒𝑓 = 55 [°𝐹] 𝑇3𝑟𝑒𝑓 = 71 [°𝐹] 

𝑊3𝑟𝑒𝑓 = 0.0088 [𝑙𝑏/𝑙𝑏] 𝑉ℎ𝑒 = 60.75 [𝑓𝑡3] 

𝑓𝑟𝑒𝑓 = 17,000 [𝑓𝑡3/𝑚𝑖𝑛] 𝑉𝑠 = 58,464 [𝑓𝑡
3] 

𝑊𝑠 = 0.007 [𝑙𝑏/𝑙𝑏]  
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Table 5.16. Numerical vales for system parameters at the 

operating point 

𝑥1
0 = 71 [°𝐹] 𝑥2

0 = 0.0092  [𝑙𝑏/𝑙𝑏] 

𝑥3
0 = 55 [°𝐹] 𝑇0

0 = 85 [°𝐹] 

𝑊0
0 = 0.0018 [𝑙𝑏/𝑙𝑏] 𝑀0

0 = 166.06 [𝑙𝑏/ℎ𝑟] 

𝑢1
0 = 17,000 [𝑓𝑡3/𝑚𝑖𝑛] 𝑢2

0 = 58 [𝑔𝑝𝑚] 

𝑄0
0 = 289,897.52 𝑊𝑠

0 = 0.007 [𝑙𝑏/𝑙𝑏] 

 

To implement the LAMDA controllers in each of the control 

variables, it is necessary to analyze if a decoupling stage is 

required to implement independent controllers for each 

variable. The process to identify the correlation between 

inputs and outputs is based on the procedure of reaction 

curves to obtain the transfer functions, applying a step at one 

of the inputs, and monitoring the response at the outputs, 

obtaining the numerical values in the form of FOPDT 

system. The detailed procedure to obtain the transfer 

functions is presented in [154]. The linearized model can be 

represented by the 𝐺(𝑠) matrix: 

𝑋(𝑠) = 𝐺(𝑠)𝑈(𝑠)                               (5.31) 

𝐺(𝑠) = [
𝑔11 𝑔12
𝑔21 𝑔22

] = 

[
 
 
 
9.8164 ×10−4 𝑒−0.0016

0.2137𝑠 + 1

−1.3223 𝑒−0.0012𝑠

0.2301𝑠 + 1
−1.1764 × 10−7 𝑒−0.0011𝑠

0.0527𝑠 + 1
0

]
 
 
 
(5.32) 

From (5.32), the gains of the transfer function are obtained 

to form the gain matrix 𝐾. 

𝐾 = [ 9.8164 × 10
−4 −1.3223

−1.1764 × 10−7 0
]               (5.33) 
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The relative gain array RGA [159] (Bristol’s matrix) is used 

to measure the interaction between the inputs and outputs 

in a multivariate process, and it is defined as: 

𝑅𝐺𝐴(𝐾) = 𝛬(𝐾) ≜ 𝐾 × (𝐾−1)𝑇                 (5.34) 

The operator × denotes the element-by-element 

multiplication: 

𝛬(𝐾) = [
𝜆11 𝜆12
𝜆21 𝜆22

] = [
0 1
1 0

]                      (5.35) 

𝛬(𝐾) shows the dependence between the inputs and 

outputs. Based on these terms, the decoupling stage is not 

necessary for the control. Due to the HVAC system 

characteristics and the resulting parameters of 𝛬(𝐾), the 

control design with two independent LAMDA controllers, one 

for the temperature 𝑥1 and another for the humidity ratio 𝑥2, 

is feasible. 

 𝑢2→ 𝑥1 𝑎𝑛𝑑 𝑢1→ 𝑥2                          (5.36) 

Finally, to proceed with the simulation of the proposed 

control, the HVAC system is discretized by applying the 

Euler method to equations (5.27)-(5.29) considering the 

sample time 𝑇𝑠: 

𝑥1(𝑘+ 1) = 𝑇𝑠[𝑢1(𝑘)𝛼160(𝑥3(𝑘) − 𝑥1(𝑘))

− 𝑢1(𝑘)𝛼260(𝑊𝑠− 𝑥2(𝑘)) 

+𝛼3(𝑄0− ℎ𝑓𝑔𝑀0)] + 𝑥1(𝑘)   (5.37) 

𝑥2(𝑘 + 1) = 𝑇𝑠[𝑢1(𝑘)𝛼160(𝑊𝑠 − 𝑥2(𝑘)) + 𝛼4𝑀0] + 𝑥2(𝑘)  

(5.38) 
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𝑥3(𝑘+ 1) = 𝑇𝑠[𝑢1(𝑘)𝛽160(𝑥1(𝑘) − 𝑥3(𝑘))

+ 𝑢1(𝑘)𝛽115(𝑇0 − 𝑥1(𝑘)) 

−𝑢1(𝑘) 𝛽360(0.25𝑊0 + 0.75𝑥2(𝑘) −𝑊𝑠)− 6000𝑢2(𝑘)𝛽2] 

+𝑥3(𝑘)   (5.39) 

Figure 5.25 shows the operational scheme of the control 

system with two separated control loops in the application 

stage, to regulate the two variables in the thermal space of 

the system.  
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Figure 5.25. Adaptive control structure for the HVAC system 

For the training stage, the LAMDA Identifier 1 uses two 

inputs [𝑊3(𝑘 + 1);𝑊3(𝑘)] (because it has been considered 

a first-order plant based on [154]), each with two classes, 

the design parameters are 𝜂1  = 0.02, 𝛽1 = 0.01, 𝜆1 = 0.997. 

LAMDA Identifier 2 uses two inputs [𝑇3(𝑘 + 1); 𝑇3(𝑘)], each 

with two classes, and the design parameters are 𝜂2  = 0.95, 

𝛽2 = 0.01, 𝜆2 = 0.997. The sampling period of the simulation 
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is  𝑇𝑠 = 1.2 𝑚𝑖𝑛. A random input is applied to the plant that 

consists of 60 different random values of 54 𝑚𝑖𝑛 duration.  

In Figure 5.26, the online learning block (LAMDA Identifier 

1) is placed between the control action 𝑢1 and the output 

Humidity Ratio 𝑊3 , to learn the inverse model of the system 

using current and past information. The system output 𝑊3 

and its previous state are used as inputs for the identifier, in 

order to minimize the error 𝑒𝑢1(𝑘) = 𝑢1(𝑘)− 𝑢1
𝐿(𝑘), where 𝑢1

𝐿 

is the output of the LAMDA identifier. The minimization of 

𝑒𝑢1(𝑘) allows adjusting the parameters of the LAMDA model, 

which are updated in the controller at every sample time. 

The procedure described above is similarly applied to control 

the temperature 𝑇3 of the Thermal Zone, considering the 

minimization of the error 𝑒𝑢2(𝑘) = 𝑢2(𝑘) − 𝑢2
𝐿(𝑘), where 

𝑢2
𝐿(𝑘) is the output of the LAMDA Identifier 2. 

The performance of Adaptive LAMDA controller is analyzed 

by evaluating its response in the presence of abrupt 

disturbances, to test the robustness. The IAE is compared 

with the controllers Fuzzy-PI, LAMDA-PI and ANFIS. Fuzzy-

PI and LAMDA-PI were designed based on the expertise of 

the plant. ANFIS and LAMDA based on online learning were 

set with the same values for the parameters applied to the 

learning stage. Two types of disturbances are applied to the 

HVAC system separately, to observe the behavior of each 

control variable in the Thermal Zone 3: Heat and Humidity 

Ratio (see Figures 5.47a and 5.47b, respectively). 
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(a)                                            (b) 

Figure 5.26. (a) Heat disturbance signal, (b) Moisture disturbance 

signal applied to robustness analysis 

First, only the temperature disturbance is applied to the 

plant. Figure 5.27a shows that the control action 𝑢1 stays at 

17000 [𝑐𝑓𝑚], while the Humidity Ratio stays at 0.0092 [𝑙𝑏/
𝑙𝑏]. Thus, the temperature disturbance does not affect 𝑊3, 

as shown in (5.37)-(5.39). 

 
(a)                                            (b) 

Figure 5.27. Comparative results with temperature disturbance: 

(a) control action 𝑢1, (b) Humidity Ratio 𝑊3 

Figure 5.28a shows the behavior of the control action 𝑢2 and 

Figure 5.28b shows the variation of the temperature 𝑇3  

when the temperature disturbance is applied.  
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The calibration of the non-adaptive methods in this system 

has been complex, and it takes a lot of time for this process 

because there are two controllers and several parameters to 

set, such as gains, the classes and their values. These 

methods control the plant properly when abrupt 

disturbances (the worst conditions) are applied to the output 

temperature, as shown in Figure 5.28. 

 
(a) 

 
(b) 

Figure 5.28. Comparative results with temperature disturbance: 

(a) control action 𝑢2, (b) Temperature 𝑇3 

The adaptive proposal avoids the problems exposed in the 

design of the non-adaptive controllers. The control signal of 

Adaptive LAMDA is abrupt with respect to the Fuzzy-PI and 

LAMDA-PI controllers, due to the learning parameters 
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selected for this experiment. See the zoom in Figure 5.28, 

where the effectiveness of the proposal is evaluated 

qualitatively, highlighting the transient in the response of the 

controllers, and observing that the method responds quickly 

without error in steady-state. The ANFIS control being the 

most similar to Adaptive LAMDA, has a fairly abrupt and 

oscillatory response, which consequently leads to greater 

overshoot and presents a steady-state error (±0.5[°𝐹]). 

In the next experiment, the moisture disturbance is applied 

to the plant in order to analyze how the variables 𝑇3 and 𝑊3  

are affected, and how the controllers are able to regulate 

them. Figure 5.29a shows the control action 𝑢1, and Figure 

5.29b shows the behavior of Humidity Ratio 𝑊3 for all the 

analyzed controllers. In Figure 5.30a is presented the control 

action 𝑢2 and in Figure 5.30b the behavior of the 

Temperature 𝑇3 for all the analyzed controllers is shown. 

 
(a) 
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(b) 

Figure 5.29. Comparative results with moisture disturbance: (a) 

control action 𝑢1, (b) Humidity Ratio 𝑊3 

 
 (a) 

 
(b) 

Figure 5.30. Comparative results with relative humidity 

disturbance: (a) control action 𝑢2, (b) Temperature 𝑇3 
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Figures 5.29 and 5.30 show that the abrupt moisture 

disturbance applied to the Humidity Ratio, affects the 

variables 𝑊3 and 𝑇3. For the Humidity Ratio, it can be seen 

that the output of the Adaptive LAMDA control presents few 

oscillations in the transient response, and it is quick to reach 

the reference (fast convergence), without overshoot 

because the control action is not abrupt. This demonstrates 

that the online learning performed by the algorithm when the 

system is subjected to disturbances is adequate (see the 

zoom in Figures 5.29 and 5.30). The convergence of the 

approach is better than the non-adaptive methods and the 

transient response is faster. The calibration of the non-

adaptive methods in this case has an extra complexity 

degree due to the interaction between the input and output 

variables, which is avoided with Adaptive LAMDA. It is also 

observed that this approach is much better than the ANFIS 

controller, which is oscillatory and not able to reach the 

reference, presenting an error in a steady-state of around 

±0.2 × 10−3[°𝑙𝑏/𝑙𝑏], especially with the disturbances at time 

6ℎ and 13ℎ. The selected learning parameters of the 

algorithm are adequate for the HVAC system, and the 

algorithm works very well with only two classes per 

descriptor, reducing the computational time. 

Figure 5.30 shows that Adaptive LAMDA can regulate the 

Temperature 𝑇3 properly. Control actions of Adaptive 

LAMDA are less abrupt than Fuzzy-PI controller (black line), 

and stabilize the system in a very short time as desired in 

control systems, which allows to conclude that the selection 

of learning parameters is adequate for rapid convergence 

without overshoot in response, such as LAMDA-PI (method 
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that requires a complex calibration). ANFIS, as in the 

previous cases, is the controller with the most oscillatory 

response. In this case, the steady-state error is around 

±0.25°[𝐹] for the two initial disturbances, and for a 

disturbance at time 19ℎ the error is zero, but reaching this 

value in a longer time compared to the other proposals, 

which is not useful in these systems. 

A quantitative analysis, computing the IAEs after applying 

the temperature and moisture disturbances to the plant, is 

shown in Table 5.17.  

For the temperature disturbance, the Adaptive LAMDA 

controller is the best (minimum value). For the moisture 

disturbance, Adaptive LAMDA is the best controlling this 

variable, and the second-best to control the temperature, 

with the advantage that it does not require a tuning method 

for the parameters and a previous knowledge of the plant. 

The LAMDA-PI controller presents competitive results due 

to the fact that an exhaustive knowledge engineering has 

been used to establish the classes and rules on which the 

control actions are defined, which is a process that requires 

time and must be properly calibrated. It is not required by 

Adaptive LAMDA, being this its main advantage. 

In the case of the temperature disturbance, since the 

humidity ratio variable is not affected, there is no reference 

change in that variable, as shown Figure 5.27. Because of 

this, the IAE in controller 1 is zero in all cases. 
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Table 5.17. Numerical values for IAE for the HVAC experiments 

IAE computed with Temperature Disturbance 

Contro
-ller 

Fuzzy-PI LAMDA-PI ANFIS Adaptive 
LAMDA 

1 0 0 0 0 

2 2.04 1.911 7.689 1.529 
IAE computed with Moisture Disturbance 

 Fuzzy-PI LAMDA-PI ANFIS Adaptive 

LAMDA 

1 3.7 × 10−4 3.4 × 10−4 1.9 × 10−3 2.2 × 10−4 

2 1.879 0.377 2.912 0.492 

 

5.2.2.2 Case Study 2 

Here, to test the controller it is used a similar mixing tank 

presented in subsection 5.2.1.2. It consists of mixing two 

fluids inside a tank where the liquid volume in the tank is 

considered constant 𝑉 = 15 𝑓𝑡3 and manual valve is not 

placed therefore 𝑊3(𝑡) = 0. The mathematical equations 

that describe the dynamic behavior of the system and 

change with respect to the case study analyzed above are: 

 Energy balance in the mixing tank 

𝑊1(𝑡)𝐶𝑝1𝑇1(𝑡)+𝑊2(𝑡)𝐶𝑝2𝑇2(𝑡)− (𝑊1(𝑡)+𝑊2(𝑡))𝐶𝑝3𝑇3(𝑡) 

= 𝑉𝜚𝐶𝑣3
𝑑𝑇3(𝑡)

𝑑𝑡
 (5.40) 

 Time delay (dead time) 

𝑡0(𝑡) =
𝐿𝐴𝜚

𝑊1(𝑡) +𝑊2(𝑡)
                     (5.41) 

As proposed  [127], the system can be approximated to a 

FOPDT as shown in (5.7) and modeling the dead time using 
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a first-order Taylor series approximation, the model of the 

process in the time domain is: 

𝑋(𝑠)

𝑈(𝑠)
≅

𝐾

(𝜏𝑠 + 1)(𝑡0𝑠+ 1)
               (5.42) 

Resulting in a second-order system, in a discrete-time: 

𝑋(𝑧)

𝑈(𝑧)
≅

𝑎𝑡𝑧 + 𝑏𝑡
𝑐𝑡𝑧

2 +𝑑𝑡𝑧 + 𝑓𝑡
                  (5.43) 

where 𝑎𝑡, 𝑏𝑡,𝑐𝑡, 𝑑𝑡,𝑓𝑡  are functions dependent on 𝐾, 𝜏, 𝑡0. The 

discrete-time model is variable and it depends on these 

parameters. Developing (5.43), considering the time 𝑘: 

𝑢(𝑘) = (1/𝑎𝑡)[𝑐𝑡𝑥(𝑘 + 1) + 𝑑𝑡𝑥(𝑘)+ 𝑓𝑡𝑥(𝑘 − 1) − 𝑏𝑡𝑢(𝑘 − 1)] 

(5.44) 

It is important to clarify that if the plant model is completely 

unknown, the number of previous states (𝑝 and 𝑞) of both 𝑥 

and 𝑢 could be taken experimentally, until obtaining an 

adequate adjustment in the training stage.  

For the initial training process, the algorithm parameters 

have been set with the following values 𝜂 = 0.00025, 𝛽 =

0.001, 𝜆 = 1, and a sampling period 𝑇𝑠 = 0.4 𝑚𝑖𝑛. The inputs 

are [𝑥(𝑘 + 1); 𝑥(𝑘); 𝑥(𝑘 − 1); 𝑢(𝑘 − 1)], each with two 

classes. A random input is generated for the plant that 

consists of a sinusoidal signal from 0 to 200 𝑚𝑖𝑛, and 

100 different random step values of 143.6 𝑚𝑖𝑛 duration. 

Figure 5.31 presents a comparison between the two 

techniques that require a training stage (ANFIS and 

Adaptive LAMDA). It is observed that LAMDA presents less 

error with better adjust to the actual data 𝑢(𝑡) applied to the 

system. 
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(a) 

 
(b) 

Figure 5.31. Comparison of learning algorithms a) adjust in the 

training stage with actual output data b) error 

Once LAMDA has been trained, the proposed controller is 

tested in the plant under disturbances produced by varying 

hot stream 𝑊1(𝑡). As shown (5.40), the dead time changes 

depending on 𝑊1 . The changes of the hot stream and the 

dead time have been presented in Figure 5.16. The variable 

dead time causes the dynamics of the system also changes, 

so it is appropriate to use an adaptive method to test the 

adaptive controller. 

The complete control scheme for the mixing tank with 

variable dynamic, is presented in Figure 5.32, which shows 

the online identification and the control blocks. The LAMDA 

identifier inputs based on (5.44) are [𝑥(𝑘 + 1); 𝑥(𝑘); 𝑥(𝑘 −

1); 𝑢(𝑘 − 1)], and in the LAMDA controller the inputs are 

[𝑥𝑟𝑒𝑓(𝑘); 𝑥(𝑘); 𝑥(𝑘 − 1); 𝑢(𝑘 − 1)]. 
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Figure 5.32. Adaptive control structure for the Mixing Tank 

The tests are carried out for the controllers Fuzzy-PI, 

LAMDA-PI, ANFIS and the Adaptive LAMDA. Figure 5.33 

shows qualitatively the effectiveness of the proposal. The 

Adaptive LAMDA convergence to the reference is faster 

when 𝑊1 changes abruptly, taking into account that the 

controller design has not required the plant model or a 

calibration stage, as in the case of the Fuzzy-PI and LAMDA-

PI controllers. It has been observed that the proposed 

learning algorithm with two classes per descriptor is able to 

control the system properly, with the advantage that the 

computational time is less with respect to the use of more 

classes. Although techniques without learning respond well 

to the control of this system, they have an oscillatory 

response with higher overshoot, especially in the case of the 

disturbance at time 450𝑚𝑖𝑛, which causes the system dead 

time to change abruptly (see Figure 5.33a). At this point, the 

adaptive LAMDA corrects it in less time without requiring 

additional calibration, since it adapts to these changes 

automatically with the LAMDA identifier block that learns 

online. Disturbances at time 10 𝑚𝑖𝑛, 120 𝑚𝑖𝑛 and 250 𝑚𝑖𝑛 

are quickly corrected with minimal overshoot by Adaptive 

LAMDA with excellent performance. Additionally, it can be 

observed that the non-learning methods (Fuzzy-PI and 



 

173 

LAMDA-PI) degrade their response considerably as the 

plant changes, which is an important aspect of the 

performance of the system. Adaptive LAMDA does not 

degrade, and its control action is smoother than the other 

controllers, which is an important advantage since in the real 

system the actuator is not overstressed (see Figure 5.33b). 

In the case of ANFIS, it is observed that it maintains an error 

in a steady-state, that is, the algorithm is not able to reach 

the reference. One solution would be to place an additional 

integration stage to correct it, which would increase the 

computational time and the complexity of the controller 

design. 

 
(a) 
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(b) 

Figure 5.33. (a) Comparative response of the system 

(temperature) (b) Applied control actions  

 

The effectiveness of the obtained results is quantitatively 

evaluated by the computation of the IAE presented in Table 

5.18. Additionally, the percentage change ∆ from the best 

IAE value is computed to observe the improvement in 

performance terms.  

Table 5.18. IAE of the controllers applied to the mixing tank 

process 

Index Fuzzy PI LAMDA PI ANFIS 
Adaptive 
LAMDA 

IAE 5.719 5.185 34.82 2.809 

∆ 68.25% 59.44% 170.1% - 

 

The index with the lowest value is Adaptive LAMDA, 

because it reaches the reference quickly and with lower 

overshoot. In the presence of disturbances, it can be seen 

that the adaptive proposal is better at around 60%, with 
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respect to Fuzzy-PI and LAMDA-PI, and in 170 % with 

respect to ANFIS (the most similar approach) since this 

method is not able to reach the reference. These 

percentages show the potential of the learning algorithm in 

these types of systems. 

5.2.2.3 Case Study 3 

Finally, to validate the proposed controller in tracking 

trajectory tasks, its application in a mobile robot is 

presented. Trajectory control of a mobile robot is one of the 

objectives to be achieved in the field of autonomous 

robotics, due to the large number of associated applications 

as: risky or hazardous tasks for the humans, defense, 

medical, automation of industries and processes, among 

others [160]. Because the dynamic models of these systems 

are complex to obtain, or could present errors, it is 

necessary to design robust controllers that can compensate 

for these problems. For this reason, Adaptive LAMDA is 

applied to these systems, in which the algorithm will learn 

from the dynamics of the system (which is completely 

unknown) for the development of the controller based on the 

inverse model, without requiring previously the dynamic 

robot model, in order to apply it to the task of tracking 

different trajectories in a robot simulation environment. 

5.2.2.3.1 Robot Model 

The unicycle type robot is widely used in the field of 

automatic control due to its fast and nonlinear dynamics. 

Figure 5.34 shows a representation of the robot, where 𝑣 

and 𝜔 are the linear and angular velocities, respectively, ℎ is 

the point of interest with 𝑥, 𝑦 coordinates in the 𝑋𝑌 plane, ψ 

is the orientation of the robot, 𝑎 is the distance between ℎ 
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and the central point of the virtual axis 𝐵 that connects the 

wheels, and 𝑟1 is the radius of the wheels. 

d
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Figure 5.34. Parameters of the unicycle-like mobile robot 

The complete mathematical representation of the mobile 

robot consists in the kinematic and the dynamic model. The 

general discretized kinematic model, assuming that the 

disturbance term is a zero vector and considering that 𝑇𝑠 is 

the sample time [161], is:   

[
𝑥(𝑘 + 1)
𝑦(𝑘 + 1)

𝜓(𝑘 + 1)
] = 𝑇𝑠 [

𝑐𝑜𝑠𝜓 (𝑘) −𝑎 𝑠𝑖𝑛𝜓(𝑘)

𝑠𝑖𝑛 𝜓 (𝑘) 𝑎 𝑐𝑜𝑠𝜓(𝑘)
0 1

] [
𝑣(𝑘)
𝜔(𝑘)

] + [
𝑥(𝑘)
𝑦(𝑘)

𝜓(𝑘)
]  

(5.45) 

In [19] is proposed the application of two controllers, one of 

them based on feedback linearization for the robot 

kinematics, and the other one based on the dynamics. For 

the design, the dynamic model as unknown (black box) is 

considered, thus, its identification and control is done with 

the Adaptive LAMDA, which is the main contribution in this 

experiment. 
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5.2.2.3.2 Kinematic Controller 

The kinematic controller (5.46) is based on the robot 

kinematics (5.45), considering the coordinates of the point of 

interest [𝑥, 𝑦]𝑇. The control law is: 

[
𝑣𝑟𝑒𝑓
𝑐 (𝑘)

𝜔𝑟𝑒𝑓
𝑐 (𝑘)

] =

[
 
 
 
 
𝑐𝑜𝑠 𝜓 (𝑘)

𝑇𝑠

𝑠𝑖𝑛𝜓 (𝑘)

𝑇𝑠

−
1

𝑎

𝑠𝑖𝑛 𝜓 (𝑘)

𝑇𝑠

1

𝑎

𝑐𝑜𝑠 𝜓(𝑘)

𝑇𝑠 ]
 
 
 
 

× 

[
 
 
 
 
 𝑥𝑟𝑒𝑓(𝑘 + 1) + 𝑙𝑥 𝑡𝑎𝑛ℎ(

𝑘𝑥
𝑙𝑥
𝑒𝑥(𝑘)) − 𝑥(𝑘)

𝑦𝑟𝑒𝑓(𝑘+ 1) + 𝑙𝑦 𝑡𝑎𝑛ℎ(
𝑘𝑦
𝑙𝑦
𝑒𝑦(𝑘))− 𝑦(𝑘)

]
 
 
 
 
 

(5.46) 

where 𝑎 > 0, [𝑣𝑟𝑒𝑓
𝑐 (𝑘) 𝜔𝑟𝑒𝑓

𝑐 (𝑘)] 𝑇 is the output of the 

kinematic controller,  𝑒𝑥(𝑘) = 𝑥𝑟𝑒𝑓(𝑘) − 𝑥(𝑘), and 𝑒𝑦(𝑘) =

𝑦𝑟𝑒𝑓(𝑘) − 𝑦(𝑘) are the position errors in the 𝑋 and 𝑌 axis 

respectively, 𝑘𝑥 > 0, 𝑘𝑦 > 0 are the gains of the controller, 

𝑙𝑥, 𝑙𝑦 ∈ ℝ are saturation constants. The tanh(∙) function is 

added to avoid a saturation of the control actions in the case 

of large position errors [162]. In the stability analysis, perfect 

velocity tracking is considered, 𝑣𝑟𝑒𝑓
𝑐 (𝑘) ≡ 𝑣(𝑘) and 

𝜔𝑟𝑒𝑓
𝑐 (𝑘) ≡ 𝜔(𝑘). By replacing (5.46) in (5.45), the closed-

loop equation is: 

[
 𝑒𝑥(𝑘 + 1)

𝑒𝑦(𝑘+ 1)
] +

[
 
 
 
 
 𝑙𝑥 𝑡𝑎𝑛ℎ(

𝑘𝑥
𝑙𝑥
𝑒𝑥(𝑘))

𝑙𝑦 𝑡𝑎𝑛ℎ(
𝑘𝑦
𝑙𝑦
𝑒𝑦(𝑘))

]
 
 
 
 
 

= [
0
0
]      (5.47) 
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Defining the output error vector as ℎ̃(𝑘) = [𝑒𝑥(𝑘) 𝑒𝑦(𝑘)]
𝑇, 

then (5.47) can be written as: 

ℎ̃(𝑘 + 1) = −

[
 
 
 
 
 𝑙𝑥 𝑡𝑎𝑛ℎ(

𝑘𝑥
𝑙𝑥
𝑒𝑥(𝑘))

𝑙𝑦 𝑡𝑎𝑛ℎ(
𝑘𝑦
𝑙𝑦
𝑒𝑦(𝑘))

]
 
 
 
 
 

            (5.48) 

In [161] has been selected the Lyapunov's candidate 

function for the kinematic control law as  𝑉(𝑘) =
1

2
ℎ̃𝑇(𝑘)ℎ̃(𝑘). 

In the cited paper is demonstrated the stability of the 

kinematic controller for tracking trajectories if the parameters 

are set as  𝑘𝑥 > 0, 𝑘𝑦 > 0,  𝑙𝑥 > 0 and, 𝑙𝑦 > 0 , then ℎ̃(𝑘) → 0 

for 𝑘 → ∞. 

5.2.2.3.3 Dynamic Controller 

The design of the dynamic controller is complex because a 

large number of parameters corresponding to the actuation 

mechanisms and physical variables of the robot must be 

considered in real-time. For this reason, non-adaptive 

controllers (Fuzzy-PI and LAMDA-PI) are not tested in this 

experiment since their calibration is complex and time-

consuming, therefore, the adaptive methods are appropriate 

in this system. The following results are for ANFIS and 

Adaptive LAMDA since they are proposals that can learn 

about the dynamic of the system and do not require 

parametric calibration for the design. 

In this case study, the benefits of the Adaptive LAMDA are 

clearly appreciated since the algorithm learns the dynamics 

of the system, which is considered as unknown and variable. 

The method is used to model it as follows: in the training 
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stage, LAMDA is applied to learn the inverse dynamic model 

based on the scheme of Figure 4.6a. The controller takes as 

input information the computed reference values in the 

output of the kinematic controller [𝑣𝑟𝑒𝑓
𝑐 𝜔𝑟𝑒𝑓

𝑐 ]𝑇 and the 

measured variables of the robot [𝑣 𝜔]𝑇. With this 

information, the identifier updates the internal parameters of 

the LAMDA model in the controller (obtaining the inverse 

model) in each sample time. For the training stage, the 

LAMDA Identifier 1 uses two inputs [𝑣(𝑘 + 1); 𝑣(𝑘)], each 

with two classes, 𝜂1  = 0.08, 𝛽1 = 0.01, 𝜆1 = 0.999. LAMDA 

Identifier 2 uses two inputs [𝜔(𝑘 + 1);𝜔(𝑘)], each with two 

classes, 𝜂2  = 0.08, 𝛽2 = 0.01, 𝜆2 = 0.999. The sampling 

period of the simulation is 𝑇𝑠 = 0.1 𝑠𝑒𝑔. A sinusoidal input of 

670 samples is generated for the system. Figure 5.35 shows 

the comparison of learning algorithms in the robot, which 

shows a better fit to the real values of linear and angular 

velocity of the adaptive LAMDA with respect to ANFIS. 
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(a)                                            (b) 

Figure 5.35. Comparison of learning algorithms in mobile robot 

(a) linear velocity, (b) angular velocity 

In the application, the controller computes the output 

[𝑣𝑟𝑒𝑓
𝑑 (𝑘) 𝜔𝑟𝑒𝑓

𝑑 (𝑘)]
𝑇
 necessary to bring the system to the 

reference. The proposed structure, with an external 
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kinematic controller and an internal dynamic controller 

based on the adaptive methods (LAMDA or ANFIS), is the 

cascade scheme shown in the block diagram of Figure 5.36.  

Disturbances

-

+

LAMDA

Identifier 2 z
-1

LAMDA

Controller 2

Dynamic 

Model

+

LAMDA

Identifier 1

z
-1

LAMDA

Controller 1
Kinematic

Model

Kinematic 

Controller+
-

+

+

-

Wheel 

Speed 

vc
ref (k)

ωc
ref (k)

ωd
ref (k)

vd
ref (k)

ωL
ref (k)

vL
ref (k)

ev (k)

eω (k)

v(k+1)

ω(k+1)

y(k+1)

x(k+1)
h=ΩL 

ΩR 
yref (k+1)

xref (k+1)
ref=

 

Figure 5.36. Adaptive control structure for a mobile robot 

In the scheme, the online learning block (LAMDA Identifier 

1) is placed between the control action computed by the 

dynamic controller 𝑣𝑟𝑒𝑓
𝑑 (𝑘) and the measured variable 𝑣, to 

learn the inverse dynamics of the system using current and 

past information. The linear velocity 𝑣 and its previous state 

are used as inputs for the identifier, in order to minimize the 

error 𝑒𝑣(𝑘) = 𝑣𝑟𝑒𝑓
𝑑 (𝑘) − 𝑣𝑟𝑒𝑓

𝐿 (𝑘), where 𝑣𝑟𝑒𝑓
𝐿 (𝑘) is the output 

of the identifier. The minimization of 𝑒𝑣 allows adjusting the 

parameters of the LAMDA model that are updated in the 

controller, at every sample time. The procedure described 

above is similarly applied to control the angular velocity 𝜔, 

considering the minimization of the error 𝑒𝜔(𝑘) = 𝜔𝑟𝑒𝑓
𝑑 (𝑘)−

𝜔𝑟𝑒𝑓
𝐿 (𝑘), where 𝜔𝑟𝑒𝑓

𝐿 (𝑘) is the output of the LAMDA Identifier 

2. The control variables are the motor velocities, then it is 

necessary to compute the speed for the left and right wheels 

Ω𝐿  and Ω𝑅, respectively, based on the values of 

[𝑣𝑟𝑒𝑓
𝑑 (𝑘) 𝜔𝑟𝑒𝑓

𝑑 (𝑘)]
𝑇
. These relations are given by: 



 

181 

𝛺𝐿 =
2𝑣𝑟𝑒𝑓

𝑑 (𝑘) − 𝑑𝜔𝑟𝑒𝑓
𝑑 (𝑘)

2𝑟1
  𝑎𝑛𝑑 

  𝛺𝑅 =
2𝑣𝑟𝑒𝑓

𝑑 (𝑘) + 𝑑𝜔𝑟𝑒𝑓
𝑑 (𝑘)

2𝑟1
                     (5.49)   

The proposed controllers are tested on a Pioneer 3DX robot 

[163] inside the Virtual Robot Experimentation Platform (V-

REP). VREP allows simulating robotic systems considering 

their kinematics, dynamics and the physic of the 

environment [164]. The versatility of this software is linked to 

the availability of plug-ins to connect with other 

computational tools, such as Matlab, where the algorithms 

have been programmed. The main user interface of V-REP 

with the Pioneer 3DX robot is shown in Figure 5.37. 

V-Rep Environment
Matlab 

Environment
v  , ω 

rx , ry , ψ  

vreal  , ωreal  

Figure 5.37. V-REP scene showing the Pioneer 3DX robot  

The performance of the Adaptive LAMDA controller is tested 

against the ANFIS, such that the operating modes are 

similar to make a fair comparison. In this case study, the aim 

is to perform the trajectory control of the Pioneer 3DX 

applied in three different paths, applying a load to the robot 

(as a disturbance) to modify its dynamics and analyze the 

performance of the controllers. Graphical and numerical 

comparisons are performed to test the performance and 
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effectiveness of the algorithms in this control task (see IAE 

in Table 5.18).  

Three trajectories are tested: Circular (5.50), Lenmiscate 

curve (5.51) and Square (5.52). The starting point of the 

robot in all cases is in the coordinate (𝑥, 𝑦) = (0,0)𝑚.  

{
𝑥𝑟𝑒𝑓(𝑘) = 2𝑐𝑜𝑠(0.033𝜋𝑘𝑇0)

𝑦𝑟𝑒𝑓(𝑘) = 2𝑠𝑖𝑛(0.033𝜋𝑘𝑇0)
                         (5.50) 

{
𝑥𝑟𝑒𝑓(𝑘) = 1.2𝑠𝑖𝑛 (0.063𝜋𝑘𝑇0)

𝑦𝑟𝑒𝑓(𝑘) = 2𝑠𝑖𝑛 (0.0315𝜋𝑘𝑇0)
                        (5.51) 

{
 
 

 
 𝑥𝑟𝑒𝑓(𝑘) = 1.5 ∀ 𝑘𝑇𝑜 ∈ [0,15] ; (4.5 − 0.2𝑘𝑇𝑜) ∀ 𝑘𝑇𝑜 ∈ [15,30];

 −1.5 ∀ 𝑘𝑇𝑜 ∈ [30,45];  (−10.5 + 0.2𝑘𝑇𝑜) ∀𝑘𝑇𝑜 ∈ [45,60]

𝑦𝑟𝑒𝑓(𝑘) = (−1.5 + 0.2𝑘𝑇𝑜) ∀ 𝑘𝑇𝑜 ∈ [0,15] ; 1.5 ∀ 𝑘𝑇𝑜 ∈ [15,30];

 (7.5 − 0.2𝑘𝑇𝑜) ∀ 𝑘𝑇𝑜 ∈ [30,45];  −1.5 ∀ 𝑘𝑇𝑜 ∈ [45,60]

(5.52) 

Figures 5.38, 5.39 and 5.40 show the comparative results 

for the Circular, Lenmiscate and Square trajectories, 

respectively, in which the response of the ANFIS and 

Adaptive LAMDA controllers are shown, as well as the 

position error in each trajectory. Additionally, the linear and 

angular speed references are shown, with the respective 

real values reached by the robot. During the simulation of 

this experiment, a 3.5𝑘𝑔 load is added and removed on the 

robot at different time instants, affecting its dynamics to 

analyze the controllers' response.  
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Here applied 
3.5kg

Here removed 
3.5kg

Here applied 
3.5kg

Here removed 
3.5kg

Here applied 
3.5kg

Here removed 
3.5kg

Here applied 
3.5kg

Here removed 
3.5kg

(a) 

Here applied 
3.5kg

Here removed 
3.5kg

(b) 

Here applied 
3.5kg

Here removed 
3.5kg

(c) 
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Here applied 
3.5kg

Here removed 
3.5kg

Here applied 
3.5kg

Here removed 
3.5kg

(d) 

Figure 5.38. (a) Circular trajectory followed by the robot, (b) 

instantaneous quadratic error of the robot position, speeds of the 

robot and control actions (c) linear and (d) angular velocity 

Here applied 
3.5kg

Here removed 
3.5kg

(a) 

Here applied 
3.5kg Here removed 

3.5kg

(b) 
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Here applied 
3.5kg

Here removed 
3.5kg

(c) 

Here applied 
3.5kg Here removed 

3.5kg

(d) 

Figure 5.39.  (a) Lenmiscate trajectory followed by the robot, (b) 

instantaneous quadratic error of the robot position, speeds of the 

robot and control actions (c) linear and (d) angular velocity 

Here removed 3.5kg

(a) 
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Here removed 
3.5kg

(b) 

Here removed 
3.5kg

(c) 

Here removed 
3.5kg

(d) 

Figure 5.40. (a) Square trajectory followed by the mobile robot, 

(b) instantaneous quadratic error of the robot position, speeds of 

the robot and control actions (c) linear and (d) angular velocity 
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Figures 5.38a, 5.39a and 5.40a show the paths followed by 

the mobile robot. The results show qualitatively that the 

Adaptive LAMDA provides finer and more efficient control 

with respect to ANFIS (the two methods designed with the 

same learning parameters), getting a smaller distance error 

with respect to the references, and especially, under 

disturbances. The instantaneous quadratic error of the robot 

position controlled by the Adaptive LAMDA has an average 

of 2𝑐𝑚 (see Figures 5.38b, 5.39b and 5.40b), a value 

considered acceptable taking into account that the dynamic 

of the controller is not based on the mathematical model of 

the system. In the case of the square, it is observed that the 

errors in the corners reach values of 9cm due to the abrupt 

changes in the robot’s orientation, but as observed, they are 

quickly corrected by the LAMDA controller. 

The linear speed in all the tested trajectories is around 

0.2m/s (see Figures 5.38c, 5.39c and 5.40c), references 

reached by the Adaptive LAMDA controller with fast 

convergence, showing to be more efficient qualitatively than 

ANFIS due to the softer response and better in quantitative 

terms if it is analyzed the IAE values in Table 5.18. Then, it 

is clear that the learning parameters set for the linear speed 

controller are adequate because Adaptive LAMDA does not 

show oscillations in the control actions, while ANFIS 

presents a large number of oscillations, with amplitudes 

around ±0.4 m/s, which is excessive if compared to 

established references that can damage the actuators by the 

applied energy variations. 

In the case of angular velocity, the tests show that the 

Adaptive LAMDA presents smooth control actions again. 
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The ANFIS proposals have oscillations around the reference 

of ±5𝑟𝑎𝑑/𝑠. This behavior can be seen in the Figures 5.38d, 

5.39d and 5.40d, where it is observed that the proposal 

converges faster to the references than ANFIS. Also, the 

learning parameters set for the angular speed controller are 

adequate because the method does not show excessive 

oscillations in the control actions. LAMDA is much better 

than ANFIS because the control action is smooth, implying 

that the actuators are not abruptly actuated to reach the 

reference in steady-state. The reduction of the oscillations is 

considerable, which is one of the strong points to be 

highlighted by LAMDA. Finally, from the results obtained 

through this experiment, it has been possible to analyze the 

performance of the Adaptive LAMDA tracking controller 

applied to the dynamic model of the mobile robot, 

demonstrating its ability to follow the established speed 

references, and therefore, the desired trajectories. From the 

quantitative point of view, in this experiment, it is observed 

the benefits in performance terms of the Adaptive LAMDA 

with respect to the ANFIS controller, as can be observed in 

the results of IAE of Table 5.19 for all the paths. All these 

performance improvements are the result of two important 

factors, the use of aggregation operators in the GAD 

computation and the adjustment of the exigency parameter, 

which adapts to system variations online. 

Table 5.19. Numerical values for IAE for the mobile robot 

experiments 

IAE for trajectory tracking of a mobile robot 

Trajectory ANFIS Adaptive LAMDA ∆% 

Circle 5.725 5.038 12.77 

Lenmiscate 2.495 2.101 17.15 

Square 7.632 6.510 15.87 
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In all cases, the performance of LAMDA is better in a 

percentage greater than 12% over the ANFIS controller, 

when they were tested in the different trajectories. Under 

disturbances that affect the dynamic of the system, the 

proposed controller is the least affected and the one that 

converges more quickly towards the reference, which allows 

to validate the approach in fast dynamic robotic systems. 

5.2.3 General comparative analysis among LAMDA 

controllers 

Once the different proposals for LAMDA controllers have 

been tested, this subsection makes a comparative analysis 

of all the approaches addressed, to identify their behavior in 

the mobile robot case study. As detailed in subsection 

5.2.2.3, for the tracking trajectory, a cascade control strategy 

composed of two controllers is used, the external controller 

based on a feedback linearization for the robot kinematics 

presented in (5.2.2.3.1), and the internal controller applied 

to the robot dynamics where the LAMDA approaches are 

tested. Two trajectories are examined for the evaluation of 

the methods, and the results of the experiments are 

compared qualitatively and quantitatively to determine which 

proposal performs the most accurate control and presents 

the best results in terms of performance. 

5.2.3.1 Rule-based LAMDA applied to the 

dynamic model 

Due to the large number of parameters involved in the 

dynamic model, such as physical variables and actuation 

mechanisms, its model identification and controller design is 

complex. A simple method to obtain an approximate model 

is through the reaction curve, in which an input signal is 
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applied to the system, and the behavior of the output is 

evaluated. The controllers are in charge of receiving the 

linear and angular value references and computing the 

necessary control actions to follow the desired trajectory. 

Figure 5.41 shows the platform responses when a step 

signal is applied to the linear and angular speeds; the 

responses look like FOPDT models. 

                                        
         (a)                                               (b) 

Figure 5.41. Step response (a) Linear and, (b) Angular velocity 

The parameter identification performed in Figure 5.41 gives 

the following values for the linear velocity: 𝐾𝑣 = 1, 𝜏𝑣 =

0.224 𝑠𝑒𝑐., 𝑡0𝑣 = 0.144 𝑠𝑒𝑐.; and for the angular velocity: 

𝐾𝜔 = 1, 𝜏𝜔 = 0.116 𝑠𝑒𝑐., 𝑡0𝜔 = 0.0856 𝑠𝑒𝑐.  

With the knowledge of the approximate model's 

characteristic parameters, it is proposed the design of Rule-

based LAMDA (LAMDA-PID) controllers. The inputs of the 

controllers are 𝑒𝑣, �̇�𝑣, 𝑒𝑤 and �̇�𝑤 , where 𝑒 is the error obtained 

from the subtraction of the reference and the current system 

output and �̇� is its derivative. These variables are selected 

to drive the system to the desired zero states, where the 

errors of linear and angular speeds and their derivatives are 

zero. 
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Centers of fuzzy classes 𝐶𝑘 and their respective parameters 

in the consequent 𝛾𝑘 , are shown in Figure 5.42 to represent 

the analytic expression that summarizes the fuzzy logic 

inference presented in (4.1).  

C10: γ10 = 0

C9: γ9 = 0

C8: γ8 = 0.5

C7: γ7 = 1

C6: γ6 = 1

C15: γ15 = -0.5

C14: γ14 = -0.5

C13: γ13 = 0

C12: γ12 = 0.5

C11: γ11 = 0.5

C20: γ20 = -1

C19: γ19 = -1

C18: γ18 = -0.5

C17: γ17 = 0

C16: γ16 = 0

C5: γ5 = 0

C4: γ4 = 0

C3: γ3 = 1

C2: γ2 = 1

C1: γ1 = 1

C25: γ25 = -1

C24: γ24 = -1

C23: γ23 = -1

C22: γ22 = 0

C21: γ21 = 0

 

Figure 5.42. Defined classes and outputs for the linear and 

angular velocities 

 

Considering that they are the training data for LAMDA 

operation, 25 classes are defined for each controller, setting 

the centers as a combination of the following sets: 

𝑒𝑣 = [−1,−0.5, 0,0.5, 1] [
𝑚

𝑠
] ; �̇�𝑣 = [−1,−0.5, 0,0.5,1] [

𝑚

𝑠2
]     (5.53) 

𝑒𝜔 = [−1,−0.5, 0,0.5,1] [
𝑟𝑎𝑑

𝑠
] ; �̇�𝜔 = [−1, −0.5,0,0.5, 1] [

𝑟𝑎𝑑

𝑠2
] (5.54) 

The dynamic controller computes the output 

[𝑣𝑟𝑒𝑓
𝑑 (𝑡) 𝜔𝑟𝑒𝑓

𝑑 (𝑡)]
𝑇
 necessary to bring the system to the 

reference. The proposed structure, with an external 

kinematic controller and an internal dynamic controller 

based on the LAMDA-PID is shown in Figure 5.43. The 
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scheme shows blocks with the scaling gains 𝑘𝑝1, 𝑘𝑑1, 𝑘𝑖1, 

𝑘𝑝2 , 𝑘𝑑2 and 𝑘𝑖2 for tuning the response of the controllers. 
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Figure 5.43. Control scheme for trajectory tracking of a mobile 

robot using LAMDA-PID 

5.2.3.2 LSMC and ZLSMC applied to the 

dynamic model     

The design of the LSMC linear and angular speed controllers 

is similar. Thus, to summarize the dynamic controller's 

design, only the procedure for the linear speed is detailed in 

this subsection. Consider the FOPTD for the linear velocity 

with the form of (5.7): 

𝑋𝑣(𝑠)

𝑈𝑣(𝑠)
=
𝐾𝑣𝑒

−𝑡0𝑣𝑠

𝜏𝑣𝑠 + 1
                         (5.55) 

Modeling of dead time 𝑡0𝑣 with a first-order Taylor series 

approximation [127]: 

𝑒−𝑡0𝑣𝑠 ≅
1

𝑡0𝑣𝑠+ 1
                         (5.56) 

Substituting (5.56) into (5.55), it is obtained: 



 

193 

𝑋𝑣(𝑠)

𝑈𝑣(𝑠)
≅

𝐾𝑣
𝜏𝑣𝑡0𝑣𝑠

2+ (𝜏𝑣 + 𝑡0𝑣)𝑠 + 1
      (5.57) 

Solving (5.57) in the time domain:  

𝜏𝑣𝑡0𝑣�̈� + (𝜏𝑣 + 𝑡0𝑣)�̇� + 𝑥 −𝐾𝑣𝑢 = 0        (5.58) 

The system represented in state-space, where 𝑥1 = 𝑥, is: 

�̇�1 = 𝑥2                                                   

�̇�2 = −
(𝜏𝑣 + 𝑡0𝑣)

𝜏𝑣𝑡0𝑣
𝑥2 −

1

𝜏𝑣𝑡0𝑣
𝑥1 +

𝐾𝑣
𝜏𝑣𝑡0𝑣

𝑢      (5.59) 

The form of expression (5.59) is similar to the presented in 

(4.5). So, the procedure for designing a stable LSMC 

controller (as detailed in subsection 4.2.1) is feasible. 

As shown in (5.59), the system corresponds to a second-

order model (𝑛 = 2). From (4.9), 𝑠(𝑡) becomes: 

𝑠(𝑡) =  �̇�𝑣(𝑡) + 2𝜆𝑒𝑣(𝑡)+ 𝜆
2∫𝑒𝑣(𝑡) 𝑑𝑡   (5.60) 

The derivative of (5.60) becomes: 

�̇�(𝑡) = �̈�𝑣(𝑡)+ 2𝜆�̇�𝑣(𝑡) + 𝜆
2𝑒𝑣(𝑡) = 0           (5.61) 

For 𝑛 = 2 in (4.7):  

�̈�𝑣(𝑡) = �̇�𝑑2(𝑡) − �̇�2(𝑡)                         (5.62) 

Moreover, replacing (5.59) and (5.62) in (5.61): 

�̇�(𝑡) = �̇�𝑑2(𝑡)+
(𝜏𝑣 + 𝑡0𝑣)

𝜏𝑣𝑡0𝑣
𝑥2 +

1

𝜏𝑣𝑡0𝑣
𝑥1−

𝐾𝑣
𝜏𝑣𝑡0𝑣

𝑢 

+2𝜆�̇�𝑣(𝑡) + 𝜆
2𝑒𝑣(𝑡) = 0          (5.63) 

Considering the values of the terms previously identified, 

(𝐾𝑣/𝜏𝑣𝑡0𝑣) > 0, and based on (4.5), it is concluded that 

𝑏(𝑋, 𝑡) > 0. Thus, the rule tables presented in Tables 4.1 

and 4.2 are used. Figure 5.44 shows the classes defined for 
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continuous control action. For example, if �̇�(𝑡) = 0.5, then 

the Class 4 is activated, resulting in a control action 𝑢𝑛𝑐𝑣 =

0.5 with the aim in order to satisfy �̇�(𝑡) = 0. 

C1: uncv = -1

C2: uncv = -0.5

C3: uncv = 0

C4: uncv = 0.5

C5: uncv = 1

 

Figure 5.44. Classes and rules for continuous control action 𝒖𝒄 

based on �̇�(𝒕) for the linear velocity of the mobile robot 

Figure 5.45 shows the classes defined in the discontinuous 

control action. For example, if �̇�(𝑡) = −0.5 and 𝑠(𝑡) = −1, 

then the Class 6 is activated, resulting in a control action 

𝑢𝑛𝑐𝑣 = −1 in order to satisfy 𝑠(𝑡)�̇�(t) < 0. 

C10: und = 0

C9: und = 0

C8: und = -0.5

C7: und = -1

C6: und = -1

C15: und = 0.5

C14: und = 0.5

C13: und = 0

C12: und = -0.5

C11: und = -0.5

C20: und = 1

C19: und = 1

C18: und = 0.5

C17: und = 0

C16: und = 0

C5: und = 0

C4: und = 0

C3: und = -1

C2: und = -1

C1: und = -1

C25: und = 1

C24: und = 1

C23: und = 1

C22: und = 0

C21: und = 0

 

Figure 5.45. Classes and rules for discontinuous control action 𝑢𝑑 

based on �̇�(𝑡) and 𝑠(𝑡) for the linear velocity of the mobile robot 

Finally, Figure 5.46 shows the block diagram of the 

proposed general controller. It corresponds to a cascade 

scheme with an external loop for the kinematic controller and 
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an internal loop with the dynamic controller composed of two 

independent controllers based on LSMC, one for linear 

speed and another for angular speed. 
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Figure 5.46. Adaptive LAMDA structure for a mobile robot 

The ZLSMC has the similar design of LSMC with the 

reliability presented in Figures 4.9 and 4.10. The Adaptive 

LAMDA design is presented in section 5.2.2.3, for this 

reason, the design of these two methods used for the 

comparison is not detailed. 

The controllers tested in this section applied to the dynamic 

model are: Fuzzy-PID, SMC, LAMDA-PID, Adaptive 

LAMDA, LSMC and ZLSMC. (In order to summarize 

information, the PID results are not shown, however those 

results are shown in [165]). 

The tested trajectories are  the Lenmiscate (5.51), and 

square (5.52), with the starting point of the robotic platform 

in the coordinate (𝑟𝑥, 𝑟𝑦) = (0𝑚,0𝑚). 
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To perform the qualitative analysis, Figures 5.47-5.52 are 

presented. The response curves for the linear and angular 

velocities, trajectory error, and trajectory followed by the 

robotic platform controlled by each proposal mentioned 

above, are shown in these figures. 

 
 (a)                                                 (b) 

 
(c)                                                 (d) 

 
(e)                                                 (f) 
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Figure 5.47. Linear velocity for the Lenmiscate trajectory: (a) 

Fuzzy-PID, (b) SMC, (c) LAMDA-PID, (d) LSMC, (e) ZLSMC, (f) 

Adaptive-LAMDA 

 

 
 (a)                                                 (b) 

 
(c)                                                 (d) 

 
(e)                                                 (f) 

Figure 5.48. Angular velocity for the Lenmiscate trajectory: (a) 

Fuzzy-PID, (b) SMC, (c) LAMDA-PID, (d) LSMC, (e) ZLSMC, (f) 

Adaptive-LAMDA 
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(a)                                                 (b) 

Figure 5.49. (a) Lenmiscate trajectory performed by the different 

methods, (b) trajectory distance error 

 

 
 (a)                                                 (b) 

 
(c)                                                 (d) 
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(e)                                                 (f) 

Figure 5.50. Linear velocity for the Square trajectory: (a) Fuzzy-

PID, (b) SMC, (c) LAMDA-PID, (d) LSMC, (e) ZLSMC, (f) 

Adaptive-LAMDA 

 

 
 (a)                                                 (b) 

 
(c)                                                 (d) 
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(e)                                                 (f) 

Figure 5.51. Angular velocity for the Square trajectory: (a) Fuzzy-

PID, (b) SMC, (c) LAMDA-PID, (d) LSMC, (e) ZLSMC, (f) 

Adaptive-LAMDA 

 

  
(a)                                                 (b) 

Figure 5.52. (a) Lenmiscate trajectory performed by the different 

methods, (b) trajectory distance error 

The results show that all the controllers perform the 

trajectory tracking. From a qualitatively point of view, it is 

observed the chattering presented in the controller action of 

SMC (see Figures 5.47b, 5.48b and 5.50b), which is the 

main drawback of this proposal being able to affect the 

actuators by the oscillations in a real platform, this effect 

decreases in the angular velocity of the square (see Figure 

5.51b) because the robot follows straight lines. 
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In both trajectories, the Adaptive LAMDA is the best, 

reaching the reference in less time with a smooth control 

action with minimal oscillations in the linear velocity. In the 

square path, it is possible to observe that LSMC and ZLSMC 

tries to decrease the error quickly but to see the differences 

it is necessary to analyze the response quantitatively ; 

however, as the reference points change, then the controller 

makes the robot change orientation and adjust to the 

reference smoothly with errors in the corners of the square 

smaller than the Fuzzy-PID, and LAMDA-PID. The error in 

most cases is around 2𝑐𝑚, which corresponds to the 1% in 

terms of relative error considering the radius and the 

trajectories' side. In general terms, the Adaptive LAMDA 

proposal that requires a previous learning stage is the one 

that best controls the different trajectories. However, it 

requires more computational time than the other proposals 

due to the number of calculations required [136].   

The quantitative analysis has been carried out based on the 

IAE, ISE, and ISCO indices. Figure 5.53 shows that the 

controllers based on LAMDA follows correctly the tested 

trajectories since ISE and IAE are the minima for the 

different methods. The Adaptive LAMDA is the best reaching 

in less time the references and decreasing the IAE and ISE. 

In the Lenmiscate trajectory, it is observed that LSMC 

performs an adequate control, being in second place in 

terms of IAE, and increasing its ISE value due to the initial 

oscillation that it presents. In the case of the square 

trajectory, LSMC quickly tries to reduce the position error; 

this the reason why the ISE is the second best after the 

Adaptive LAMDA. 
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(a)                                                 (b) 

Figure 5.53. Quantitative comparison (a) IAE, (b) ISE 

The control effort is measured with the ISCO metric which is 

computed as: 

𝐼𝑆𝐶𝑂 = ∫ 𝑢(𝑡)𝑑𝑡                                (5.64)
𝑡

0

 

This parameter integrates the controller output square over 

time, penalizing large control actions more than smaller ones 

since the square of a large error will be much more 

significant. Therefore, the controller that obtains the 

minimum ISCO performs the best. This index values 

computed in the tracking trajectories are presented in Figure 

5.54 for the linear and angular velocities control action. 

The softer control actions are obtained for the controllers 

Fuzzy-PID, LAMDA-PID and Adaptive LAMDA in each 

velocity. The SMC controller increases the value of the index 

due to the chattering present in the control actions. Besides, 

it is observed that the LSMC controllers make a minimally 
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greater control effort in the Lenmiscate trajectory. However, 

in the square trajectory is observed that the control effort is 

less than the adaptive LAMDA. This characteristic is given 

by the calibration that has been given to the controller, in 

which it has been chosen to consider the ISE as the 

parameterization criterion. However, as shown in the results, 

the variations of ISCO in all the controllers is minimal, which 

allows to validate the proposal. It can also be noted that the 

control action of ZLSMC is a bit more abrupt (in linear 

speed), which is given by the calculation of the total utility 

that brings the system to reference more quickly at the cost 

of using more energy. 

  

Figure 5.54. Quantitative comparison for the different controllers 

based on ISCO for the: a) Linear velocity, b) Angular velocity 

In general, the best controller in terms of performance is the 

Adaptive-LAMDA, followed by LSMC and ZLSMC, but it is 

important to note that Adaptive LAMDA requires a previous 

learning stage. On the other hand, LSMC is a chattering-free 
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robust method that does not require the learning stage, 

which reduces its computational time, but it requires an 

adequate calibration to obtain competitive results as in the 

case of LAMDA-PID. 

5.3  Computational Complexity  

5.3.1 Memory Usage 

In this subsection is presented a summary of the results 

published in the papers [136,138] where LSMC and 

Adaptive LAMDA are presented with a complete analysis. 

No emphasis has been placed on analyzing the Rule-based 

LAMDA since it is considered within the LSMC proposal. The 

computational complexity of the LAMDA controllers is 

evaluated in terms of memory usage, computation time and 

number of operations [166]. The programs are implemented 

in Matlab R2020a, running on an Intel (R) Core (TM) i7-

8750H @ 2.2GHz processor. The computational complexity 

is computed based on the number parameters of the 

algorithms, these are 𝑙: the number of descriptors (inputs), 

𝑐: the number of classes in each descriptor. 

 Memory usage of LSMC  

The number of parameters to compute the controller output 

𝑢 = 𝑢𝑐 +𝑢𝑑 is based on the total number of classes 𝑚 = 𝑐𝑙. 

To compute 𝑢𝑐, LSMC requires only the descriptor �̇�, that is  

𝑙 = 1; hence, the number of parameters to be stored is 2𝑐. 

To compute 𝑢𝑑, LSMC requires the descriptors 𝑠 and �̇�, that 

is  𝑙 = 2; hence, the number of parameters to be stored is 

2𝑐2. Aditionally, the parameters 𝜎𝑘,𝑗 = 0.25, 𝛼, 𝜆, and four 

scaling gains are required. The total number of parameters 

to be stored in memory (#𝑠𝑡𝑜𝑟𝑒𝑑_𝑣𝑎𝑙𝑢𝑒𝑠) is:  
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#𝑠𝑡𝑜𝑟𝑒𝑑_𝑣𝑎𝑙𝑢𝑒𝑠 = 2𝑐2 + 2𝑐 + 7               (5.64) 

In terms of Big O the algorithm has the function 𝑓(𝑐): 

𝑓(𝑐) = 𝑂(𝑐2)    ∀𝑐 ≥ 1                    (5.65) 

 Memory usage of Adaptive LAMDA: 

The number of parameters to be computed by the algorithm 

in the learning (antecedent and the consequent) is based on 

the number of inputs and number of classes in each input, 𝑙 

and 𝑐, respectively. The number of parameters in the 

antecedents #𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠𝜃(𝑘) and #𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠𝜃(𝑘−1) are: 

#𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠𝜃(𝑘) = 2𝑙𝑐 + 1                       (5.66) 

#𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠𝜃(𝑘−1) = 2𝑙𝑐 + 1                     (5.67) 

The number of parameters of the consequent in the vector 

ℎ(𝑘) is #𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠ℎ(𝑘), and the number of parameters of 

the covariance matrix is #𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠𝑃(𝑘). These values are:  

#𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠𝑃(𝑘) = [𝑚(𝑙 + 1)]
2             (5.68) 

#𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠ℎ(𝑘) = 𝑚(𝑙 + 1)                 (5.69) 

Each value is stored in 2 bytes of memory [166]. 

Finally, the total number of stored parameters analyzing 

from (5.66) - (5.69), gives as result the Big O function 𝑓(𝑚𝑙): 

𝑓(𝑚𝑙) = 𝑂(𝑚2𝑙2)    ∀𝑚 ≥ 1 and ∀𝑙 ≥  1        (5.70) 

5.3.2 Computation Time 

The temporal complexity verifies the time required to 

compute the control output in each sample time. Tables 5.20 

and 5.21 shows the sample average time of a total of 2000 

samples, in which the control output has been calculated for 

a different number of classes in each descriptor "𝑐. " 
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Table 5.20. Computation Time (seconds) of LSMC (𝑙 = 2) 

 Number of classes "𝒄" in each descriptor 

 3 5 7 9 

𝒖𝒄 8.24-6  8.88e-6  8.98e-6  9.51e-6  
𝒖𝒅 8.71e-5  1.08e-4  1.13e-4  1.36e-4  

𝒖 9.53e-5  1.17e-4  1.22e-4  1.46e-4  

 

Table 5.21. Computation Time in seconds (𝑠) of Adaptive LAMDA  

 Number of classes “c” in each descriptor 

 2 3 4 5 

"𝒍" Lear
ning 

Con
trol 

Lear
ning 

Con
trol 

Lear
ning 

Con
trol 

Lear
ning 

Con
trol 

2 1.40
e-4 

4.08
e-5  

1.69
e-4  

4.48
e-5 

4.90
e-4  

5.13
e-5  

8.82
e-4 

5.65
e-5  

3 2.08

e-4  

5.24

e-5  

1.10

e-3 

6.43

e-5 

1.71

e-3 

1.18

e-4  

10.7

e-3 s 

1.09

e-3  
4 7.56

e-4  
5.67
e-5  

6.64
e-3 

7.85
e-4  

93.5
e-3 

7.84
e-3  

1.02
e1 

46.5
e-3  

5 1.87
e-3  

9.07
e-5  

162e
-3 

11.6
e-3 

852e
-3 

182
e-3  

NT NT 

6 6.70

e-3  

8.74

e-4  

624e

-3 

134.

9 

NT NT NT NT 

7 45.1
e-3  

4.70
e-3  

NT NT NT NT NT NT 

8 343e
-3  

25.8
e-3  

NT NT NT NT NT NT 

*NT corresponds to not tested. 

5.3.3 Number of Operations 

The temporal complexity depends on the type of processor 

and memory characteristics in which the program is 

executed, for this reason, it is most appropriate to evaluate 

the number of arithmetic operations (arithmetic complexity) 

used to solve a problem. Subtraction, addition, 
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multiplication, division, squared and exponent are 

considered as basic operations. 

The computational complexity of LAMDA controllers, 

compared to proposals such as conventional Fuzzy (number 

of discretization of output universe of discourse suggested 

(𝑀𝑂𝐷) = 32 [166]), LAMDA without learning [154], ANFIS, 

LAMDA and Adaptive LAMDA are presented in Table 5.22, 

and the asymptotic notation is presented in Table 5.23. 

Table 5.22. Arithmetic complexity of the fuzzy control algorithms 

 Arithmetic complexity 

Conventional 
Fuzzy [166] 

4089𝑚 +37𝑚𝑙 + 31𝑙𝑐 + 59𝑙 + 21 

Rule-based 
LAMDA [154] 

𝑚2 + 6𝑚𝑙 + 3𝑚 + 5𝑙𝑐 − 1 

Adaptive 
ANFIS [72] 

𝑚3(4𝑙3 +12𝑙2+ 12𝑙 + 5) 
+𝑚2(6𝑙2+ 12𝑙 + 10) + 8𝑙𝑐 + 46 

LSMC [138] 30𝑐2 +30𝑐 + 47  
Adaptive 

LAMDA [136] 
𝑚3(4𝑙3 +12𝑙2+ 12𝑙 + 5) 

+𝑚2(6𝑙2 +12𝑙 + 9) +𝑚(11𝑙 + 2) + 8𝑙𝑐 + 48 

 

Table 5.23. Arithmetic complexity in terms of Asymptotic Notation 

 Arithmetic complexity 

Conventional 
Fuzzy [166] 

𝑓(𝑚𝑙) = 𝑂(𝑚𝑙)     ∀𝑚 ≥ 1 and ∀𝑙 ≥  1         

Rule-based 

LAMDA [154] 
𝑓(𝑚) = 𝑂(𝑚2)      ∀𝑚 ≥ 1  

Adaptive 
ANFIS [72] 

𝑓(𝑚𝑙) = 𝑂(𝑚3𝑙3)       ∀𝑚 ≥ 1 and ∀𝑙 ≥  1         

LSMC [138] 𝑓(𝑐) = 𝑂(𝑐2)        ∀𝑐 ≥ 1      

Adaptive 
LAMDA [136] 

𝑓(𝑚𝑙) = 𝑂(𝑚3𝑙3)        ∀𝑚 ≥ 1 and ∀𝑙 ≥  1         

 

It is evident that the adaptive proposals are the most 

complex in computational terms, which is logical due to the 
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learning algorithm that they incorporate, these being of cubic 

order with respect to the number of classes. Adaptive 

LAMDA is similar to ANFIS when analyzing the number of 

operations that these require for the learning and the 

computation of the control output, the difference lies in the 

linear term 𝑚, so it cannot be considered a relevant 

difference. As it has been observed in the results of Table 1, 

when working with a low number of classes in each 

descriptor, the algorithm is more efficient and requires less 

computation time. Therefore, it can be applied in systems 

with 8 descriptors at a speed of 0.4 seconds in the worst 

case, which shows the viability in the use of the adaptive 

controller. 

In LSMC, a quadratic exponent in the term of a number of 

classes in each descriptor is observed. This shows the 

simplicity, in computational terms, of the algorithm when 

calculating the control action. The LSMC can be applied in 

systems with 9 classes at a speed of 0.15 milliseconds, 

which shows the viability in the application of the controller.  
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6. DISCUSSION 

6.1  Classification Context 

LAMDA-HAD is able to work on classification problems 

improving the performance of LAMDA. In most of the used 

datasets, LAMDA-HAD obtains results as good as the best 

classifiers like RF or LDA. LAMDA-HAD has the advantage 

of creating new classes outside of the training stage being 

widely superior to LAMDA, since it corrects the errors 

identified in the original algorithm. 

The tests have been performed on datasets with balanced 

and unbalanced classes, measuring metrics according to 

these characteristics (Accuracy and F-measure). In 

scenarios with symmetric classes, the accuracy of LAMDA-

HAD is very similar to the best classifiers, and in cases of 

asymmetry, our algorithm is better when the descriptors are 

overlapped, their data distribution is similar, or where there 

are a large number of outliers. 

Based on Tables 5.2, 5.3 and 5.4 which summarize the 

results of the LAMDA-HAD, the performance of this 

algorithm is comparable to the performance of the classifiers 

that perform better. They show that LAMDA-HAD has a high 

performance in tasks of supervised learning improving the 

performance in relation to the original LAMDA in all 

benchmarks. 

In unbalanced cases, LAMDA-HAD allows detecting the 

characteristic of asymmetry between the classes. In this 

way, the proposed algorithm identifies correctly the classes 

of small number of individuals without assigning its objects 

to other classes. This can be corrected by balancing the 
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classes, as has been made in the Wholesale Costumers 

dataset as demonstrated in [105]. With this correction, the 

accuracy of LAMDA-HAD is similar to the best classifiers, 

keeping the values of F-measure where it had the best 

performance. 

LAMDA-HAD has the advantage, compared to LAMDA, of 

assigning not identified individuals to the NIC more 

accurately, option that the other analyzed algorithms do not 

have (see Figure 5.2). The feature of creating and adapting 

classes of LAMDA is preserved. When HAD parameter is 

computed, there is more certainty in the assignment when 

there is no significant difference between the existing 

classes and the new data that is being entered. This is 

achieved because it is being compared between the GAD 

values of the individual and the GAD of each class to 

validate the classification. Therefore, the possibility of 

modifying the initial model by temporary changes that could 

occur is diminished. By adapting the GAD to each class, a 

better description of the data representing the class is 

obtained, avoiding that an "outlier" or "temporary change" 

data drastically modify the general model described by the 

set of classes.  

Finally, LAMDA-HAD presents greater robustness for the 

classification because HAD decreases the possibility of 

creating new classes by mistake. However, in an online 

process many very different data arrive that can modify the 

number of classes, requiring that the model can adapt to 

changes in the process. 
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6.2  Clustering Context 

LAMDA-RD in all cases considerably improves the 

performance of the original algorithm (see the results from 

Table 5.6 to Table 5.9).  

Based on the results of 𝑃𝐶 , metric that considers SC and 

WB-index, it can be noticed that in 4 of the 10 datasets 

tested (Dim1024, Hepta, Unbalance and s1), LAMDA-RD 

obtains the best results, in terms of performance, while in 

Segment (high dimensionality ), R15 and Aggregation, is 

close to the best algorithms. In Postures (benchmark with a 

large number of samples and high dimensionality) is the best 

algorithm when compared to other clustering methods 

focused on data streams, achieving the objective of this work 

of obtaining a competitive algorithm that in all cases 

improves the performance of LAMDA. 

LAMDA-RD has been tested in balanced and unbalanced 

datasets with different overlapping. In cases where there is 

no overlap, the algorithm works as well as KM, KMD and 

AHT. With an overlap of 9% detailed in [150], as in the case 

of s1, LAMDA-RD presents the best results, while with an 

overlap of less than 20% (s2 and a1), the algorithm has an 

intermediate performance. Also, it is noted that the 

performance decays in s3, which has a 40% overlap (strong 

non-Gaussian distribution of feature values), where it is 

complicated to make an online assignment of elements 

working in a streaming data scenario, based on distances 

and densities. 

In the context of the data stream scenario, LAMDA-RD, 

based on the performance metrics of Table 5.10, is widely 

superior to LAMDA-TP and ADDClustering, since the 
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proposal has a merging process that allows avoiding the 

creation of an excessive number of clusters.  

LAMDA-RD reaches the best results comparing with other 

well-known clustering algorithms in benchmarks with 

overlap <20% (see in [150]) and unbalanced datasets, such 

as: Dim1024, Segment, Unbalance and s1. While increasing 

the individuals in the overlap area for instance s2, s3, and 

a1, the algorithm decreases its performance since it is based 

on density measurements. LAMDA-RD can work in online 

mode with streaming data, however, it is not adequate when 

the dataset has a large number of individuals, because the 

algorithm's execution time will considerably increase. 

Aditionally, LAMDA-RD can discover new groups with a low 

computational cost. The addition of a merging algorithm 

avoids the creation of an excessive number of poor quality 

clusters, which is demonstrated by the performance metrics 

𝑆𝐶, 𝑊𝐵𝑖𝑛𝑑𝑒𝑥 and 𝑃𝐶 . 

The values 𝑑𝑛𝑏 and 𝐷𝑡 regulate the requirements in the 

clusters to be merged. Specifically, setting 𝐷𝑡 to a value 

close to zero, then a merging process is made between the 

nearby clusters, but with dissimilar characteristics. In the 

other hand, setting 𝐷𝑡 to a value close to 1, then the merge 

is made between nearby and similar clusters. 

The robust distance (RD) related to 𝑑𝑛𝑏 allows improving the 

quality of the resulting clusters, since this term penalizes the 

dissimilarity between the individuals and the clusters. These 

parameters affect the quality of clusters related to the 

minimum 𝑃𝐶  and the final number of clusters created 𝑚.  



 

213 

6.3  Control Systems Context 

LSMC can be applied in a class of SISO systems presented 

in (4.5). For its implementation, it is required to know an 

estimation of the order of the system, which is useful for the 

design of the sliding surface. The proposal, as shown, is 

capable of controlling the non-linear systems presented in 

the simulations, in which the dynamics can be considered as 

partially known due to the changes that its parameters may 

present as a function of the physical variables involved in the 

model (as in the mixing tank), without the need for 

recalibration since the controller does not degrade, which 

has allowed to validate its robustness.  

The application of LSMC may be feasible in systems with 

MIMO characteristics (similar in structure to the SISO 

presented in this work), initially it would be appropriate to 

consider its application in decoupled MIMO systems in which 

it is possible to work with independent controllers in each of 

the variables. For this, there are mathematical tools for 

decoupling MIMO systems, such as those based on the 

relative gain array RGA [13]. This method proposes to 

compute Bristol’s matrix used to measure the interaction 

between the inputs and outputs in a multivariate process 

control. Based on this information, if necessary, the design 

of a decoupler that allows controlling the n-variables of the 

system with n-controllers would make the implementation of 

the LSMC method feasible and practical. 

The most important limitation in terms of applicability is the 

parameterization and calibration of the scaling gains of the 

LSMC, which must be analyzed with great attention and 

meticulousness in various systems to establish initial 
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equations that allow to have a starting point to obtain these 

parameters. The formalization of these equations would be 

of great help and importance in the design stage since in this 

work, as mentioned above, it has been heuristically 

calibrated with the ISE minimization process, which it might 

not be feasible in real processes due to the risk that this 

implies in case of having an incorrect initial calibration. 

Calibration using PSO increases the calibration time since 

the algorithm must be run n-iterations to minimize the ISE. 

Similar results have been found when doing heuristic 

minimization as shown in Figures 5.9-5.11, 5.17-5.18, which 

is a process that can take less time. For this reason, the 

formalization of the Adaptive LAMDA algorithm has been 

proposed, capable of self-adjusting its internal parameters. 

Z-numbers based controller produces a less impulsive 

response, reaching the reference more quickly due to the 

fact that in the design stage the term "U" of reliability is 

considered when errors are large.  As seen in Figure 5.22, 

the control action of ZLSMC is smoother than the LSMC, this 

causes the overshoot to be minimal, which is a considerable 

improvement in terms of power consumption. 

From a qualitative point of view, it has been observed that 

the Adaptive LAMDA is capable to control systems better 

than the other proposals in all case studies. In the mixing 

tank with variable dead time system, it is observed that the 

algorithm is capable of adapting to changes in the dynamics 

of the system produced by the variation of the dead time, 

calculating a less aggressive control action that is capable 

to take the system to the reference in less time. In the case 

of the HVAC system, the two variables 𝑇3 and 𝑊3  are 
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adequately regulated, even when moisture and temperature 

disturbances are added to the system; the control action of 

Adaptive LAMDA allows to regulate the system, considering 

that the algorithm learns directly from the behavior of the 

plant and has not required calibration, which is 

indispensable in the non-adaptive methods. Also, it has 

been observed that the response of the method is better, 

especially with respect to ANFIS. In the robot tracking 

trajectory, it is evident that Adaptive LAMDA is much better 

than ANFIS, it is enough to observe that the control action of 

the LAMDA proposal is less abrupt and oscillatory, which is 

an advantage since the actuators may not respond to the 

control action computed by ANFIS.  

The simulations of Adaptive LAMDA have shown that the 

proposed method is able to control systems even better than 

other intelligent methods. In the case of the mixing tank, the 

results have shown that the proposal is better in terms of 

performance by 60% over non-adaptive methods (LAMDA-

PI and Fuzzy-PI), and by 170% over the more similar 

approach (ANFIS), which maintains steady-state error 

without reaching the reference (see Table 5.17). In the case 

of regulation of the HVAC system, it has been possible to 

observe an excellent performance of Adaptive LAMDA in the 

control stage, in the presence of temperature and moisture 

disturbances, considerably improving performance with 

respect to ANFIS, as shown in the related results with the 

IAE (see Table 5.16). The proposal presents a smoother and 

less oscillatory control action that eliminates the steady-state 

error. On the other hand, in the application of trajectory 

tracking of the mobile robot, it has been observed that 

LAMDA achieves the control objective with excellent 
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performance, but the most important characteristic to note is 

the shape of the control actions produced by the proposed 

method, in which it is clearly observed that the oscillations 

decrease considerably with respect to ANFIS, with errors in 

the trajectory of smaller magnitude, that is, better IAE (see 

Table 5.18). The three case studies have shown that the 

main advantage of the learning-based controllers is that they 

do not depend on the mathematical model of the plants, 

which are often complex to obtain and may have modeling 

errors. 
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7. CONCLUSIONS AND FUTURE WORK 

7.1  Conclusions 

The main goal of the thesis has been reached: the 

formalization of a controller based on the LAMDA fuzzy 

model. For this purpose, extensions to improve LAMDA in 

classification and clustering tasks have been proposed. 

In the case of classification tasks, LAMDA-HAD has been 

tested in several benchmarks and its results have been 

compared with other classifiers like LDA, RF, SVM, DT, 

among others, showing very similar results for the F-

measure and Accuracy metrics, with respect to the best 

classifiers, being in our experiments LDA and RF. In all tests, 

LAMDA-HAD is much better than the original LAMDA. 

Likewise, it has shown that it is the best algorithm when 

when the classes are well defined (their descriptors correctly 

characterize each class), with the advantage that LAMDA-

HAD does not hide information of unbalanced classes 

(reducing the performance). LAMDA-HAD is the only 

algorithm that for different data characteristics (unbalanced 

classes, overlapping, etc) obtain competitive results.  

In the case of clustering tasks, an automatic merge 

algorithm, called LAMDA-RD, has been formalized. This 

algorithm analyses the similarity between neighboring 

clusters to decide if the merge process is carried out or not. 

It has an additional execution time; however, this problem 

compensated with the ability of the algorithm to avoid 

creating an excessive number of clusters. This feature is not 

possible in LAMDA-TP and in LAMDA. In the comparative 

study with them, LAMDA-RD significantly improves the 

performance in terms of the metrics 𝑆𝐶, 𝑊𝐵𝑖𝑛𝑑𝑒𝑥 and 𝑅𝐼.   
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LAMDA has the characteristic of making intrinsically a split 

process, generating new classes when it does not identify 

the similarity between the individual and the clusters. 

However, the quality of the clusters generated is not similar 

to the iterative methods, especially in cases of high 

overlapping, which LAMDA-RD corrects presenting better 

results in all the benchmarks. In cases when the overlapping 

is 0-20%, LAMDA-RD presents results comparable as 

iterative methods (KM, KMD and FCM), and as the 

overlapping increases its performance decreases because it 

is more complex to make an assignment when the elements 

have characteristics of several clusters in online methods. 

The advantage of LAMDA-RD is that it can discover new 

groups with a low computational cost. The addition of a 

merging algorithm avoids the creation of an excessive 

number of poor quality clusters. 

In the context of control systems, a controller based on 

LAMDA has been formalized, adding an inference stage in 

order to take the system to the desired state through the 

calculation of the GADs. By combining LAMDA with the SMC 

theory, it has been shown that LSMC is stable and is capable 

of controlling systems with variable dynamics and model 

uncertainties. 

The design of LSMC is simple and requires only two 

descriptors: 𝑠(𝑡) and its derivative �̇�(𝑡). That information is 

sufficient for the computation of continuous and 

discontinuous control actions of a sliding mode approach.  

In a CSTR process, the results show that LSMC presents a 

smoother response than the PI, SMC, and LAMDA-PID at 

the reference changes. In terms of disturbance rejection, it 
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has been verified that LSMC is robust enough to reach the 

reference in a lower time than the conventional SMC without 

an abrupt control action (without damaging the actuator). 

In the mixing tank with variable dynamics, LSMC achieves a 

better performance against the other tested controllers. 

Also, we observe that LSMC regulates the process in short 

time, being stable without degrading its performance as the 

PID does. Additionally, the controller reaches the reference 

in the presence of the disturbances, which is not achieved 

by the conventional SMC.  

The LSMC outperforms the results of LAMDA-PID, 

improving the ISE, with a smoother response that reaches 

the reference in less time, and reducing considerably the 

oscillations. Also, LSMC is more robust when there are 

disturbances due to its design based on the SMC theory, 

which considers the Lyapunov stability concepts. It is 

observed that LSMC is a chattering-free scheme, solving a 

problem present in traditional SMC schemes, and avoids the 

use of the sign function that causes this phenomenon. 

ZLSMC uses the criteria of restriction given for the MADs of 

LAMDA and the reliability obtained of the sliding surface to 

compute a more aggressive control action in presence of 

large errors and smooth control action when the error is 

close to zero. The Total Utility improves the performance of 

LSMC allowing to reach the reference quickly and smoothly 

(reducing the overshoot), with control actions that would not 

affect the actuators in a real system since one of its 

strengths is being robust and chattering-free.  

Adaptive LAMDA has the capability to control systems 

without the need to know its exact mathematical model. The 

proposed method can be implemented on any system in 
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which its inverse model can be identified, and offers a great 

advantage over non-adaptive methods as LSMC, Rule-

based LAMDA, and conventional controllers. 

Adaptive LAMDA requires a learning stage with a higher 

computational cost than to the other methods due to the 

optimization algorithms implemented for the self-adjustment 

of parameters required for learning the inverse dynamics of 

the plant to be controlled. The Adaptive LAMDA is better with 

respect to ANFIS as shown in all the case studies presenting 

a less aggressive response, properly following the desired 

reference or trajectory which leads to eliminate the error in 

steady state. In the robot tracking trajectory, it is evident that 

Adaptive LAMDA is much better than ANFIS, the control 

action of our proposal is less abrupt and oscillatory which is 

an advantage, since the actuators of the robot may not 

respond to the oscillatory control action computed by ANFIS.  

7.2  Future Work 

As future work, it is proposed to improve the performance of 

LAMDA-RD when it is tested in strong non-Gaussian 

distribution of feature values, and address in detail the curse 

of dimensionality in datasets with a very high number of 

features. Also, it is necessary to combine the clustering 

algorithm with supervised learning features to implement a 

hybrid algorithm (semi-supervised learning) based on 

LAMDA, which can be applied in systems with labeled and 

unlabeled data.  

For LAMDA-RD is required to improve the algorithm 

performance through the computation of the suitable 

threshold for each cluster in the merge process, and to 

formalize the parameter calibration of the algorithm. 
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In the context of control, LAMDA approaches are 

competitive and better than classic fuzzy, PID, SMC, and 

ANFIS which leads to propose the validation of LAMDA 

control in other more complex systems, with dynamics more 

challenging to model, as in the case of aerial robots where 

the loads are critical. Also, it is necessary to propose a 

parameter calibration method to facilitate the tuning of the 

scaling gains of the LSMC controller. 

The Adaptive LAMDA is stable as experiments show, both 

in the learning and in the operation stage, but theoretically, 

it must be demonstrated its global stability properties. 

Finally, it is proposed to extend ZLSMC to Adaptive LAMDA 

approaches, in which the centers of the classes for the 

restriction and reliability of the Z-numbers can be 

automatically computed in online learning mode, in order to 

avoid the heuristic calibration that is a time-consuming and 

complex process in some systems with uncertain dynamics.  
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APPENDIX A: Graphical representation of 

the datasets used in classification and 

clustering 

In this Appendix are shown the two-dimensional graphs of 

the datasets using the t-Distributed Stochastic Neighbor 

Embedding, method used for High-Dimensional Data 

reduction (tsne function in Matlab). 
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Figure A.1. Two-dimensional graphs of the classification datasets 

using the t-Distributed Stochastic Neighbor Embedding 
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Figure A.2. Two-dimensional graphs of the clustering datasets 

using the t-Distributed Stochastic Neighbor Embedding 
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APPENDIX B:  LAMDA-HAD EVALUATION 

B.1. Comparison between LAMDA, LAMDA 

(Adaptable 𝑮𝑨𝑫𝑵𝑰𝑪) and LAMDA-HAD in 

classification benchmarks 

In this Appendix are shown the results of the tests of the 

algorithms LAMDA, LAMDA with adaptable GADNIC, and the 

complete LAMDA-HAD method, in order to observe the 

contribution of the two extensions in the performance of 

classification tasks during the test stage.  
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Figure B.1. Comparison between LAMDA, LAMDA (Adaptable 

𝐺𝐴𝐷𝑁𝐼𝐶) and LAMDA-HAD in classification benchmarks  

Figure A.1 shows that the two proposed extensions improve 

the performance of the original algorithm, reducing the 

number of misclassified individuals. The cases where the 

proposal still makes mistakes, is when there is a non-

separability problem due to the definition of the data space, 

because some descriptors do not adequately characterize 

the individuals in the classes. The problem of maintaining a 

fixed NIC in all classes could be solved by establishing the 

𝐺𝐴𝐷𝑁𝐼𝐶, for each class. The calculation of HAD reinforces 

the assignment of individuals to the classes, improving the 

measured performance metrics in all the benchmarks. 

B.2.  ROC CURVES OF THE TESTED 

CLASSIFIERS 

In order to diagnose the performance of the algorithms, 

Figure B.2 shows the ROC curves of the classifiers for each 

of the datasets tested in the classification stage. The ROC 

curves can be obtained based on the calculation of the 
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micro/macro averages. However, in this work, in order not to 

confuse the reader with excess results, and as a 

complement to the values shown in Tables 5.2 and 5.3, the 

micro average results of the k fold cross-validation are 

presented to obtain the curves.  
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Figure B.2. Comparison of the micro-average ROC for the 

datasets with different classifiers:  
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The ROC curves in each of the datasets allow a comparative 

graphical analysis of the performance of the classifiers, 

where we can be observe that RF, LDA and LAMDA-HAD 

are the algorithms that present the best results in most data 

groups.This characteristic is also reflected in Table B.1, 

which shows the AUC values with their respective standard 

deviation. 

 

Table B.1. Average AUC and Standard Deviation of LAMDA-HAD 

and other classification algorithms 

 
 

LDA NN SVM NBC DT RF LMD 
LM-
HAD 

Iris 
�̅� 0,987 0,936 0,980 0,962 0,957 0,949 0,742 0,983 

σ 0,012 0,001 0,005 0,003 0,016 0,008 0,019 0,005 

Breast 
�̅� 0,958 0,966 0,405 0,965 0,935 0,974 0,481 0,945 

σ 0,018 0,008 0,001 0,012 0,009 0,019 0,033 0,007 

R15 
�̅� 0,998 0,781 0,999 0,998 0,993 0,996 0,937 0,998 

σ 0,001 0,009 0,001 0,001 0,001 0,001 0,005 0,001 

Wine-
Type 

�̅� 0,994 0,944 0,419 0,975 0,927 0,985 0,815 0,951 

σ 0,006 0,011 0,055 0,008 0,016 0,006 0,022 0,009 

Glass 
�̅� 0,541 0,289 0,514 0,505 0,619 0,712 0,358 0,541 

σ 0,051 0,040 0,025 0,030 0,060 0,011 0,037 0,051 

Seeds 
�̅� 0,974 0,881 0,908 0,913 0,921 0,938 0,568 0,925 

σ 0,008 0,004 0,007 0,006 0,007 0,004 0,007 0,008 

Whol. 
�̅� 0,328 0,317 0,288 0,370 0,361 0,323 0,217 0,361 

σ 0,019 0,018 0,017 0,025 0,057 0,042 0,045 0,025 

Wine 
�̅� 0,324 0,303 0,131 0,263 0,321 0,366 0,228 0,310 

σ 0,050 0,012 0,032 0,039 0,030 0,009 0,030 0,071 

s2 
�̅� 0,970 0,460 0,015 0,975 0,965 0,967 0,918 0,972 

σ 0,005 0,001 0,006 0,002 0,005 0,003 0,006 0,004 

Wire-
less 

�̅� 0,954 0,946 0,800 0,970 0,948 0,959 0,860 0,953 

σ 0,006 0,005 0,002 0,003 0,004 0,001 0,004 0,002 
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APPENDIX C: LAMDA-RD parameter 

calibration 

In this Appendix, it is presented the LAMDA-RD parameters 

calibration, which affect the quality and number of the 

formed clusters. These parameters are: 𝑑𝑛𝑏 (Definition 7) 

and 𝐷𝑡 (Proposition 3).  

To start with the parameter calibration methodology, some 

metrics used in clustering are described. 

C.1. Metrics for clustering analysis 

Silhouette coefficient (𝑆𝐶): it is a metric between [-1,1],  

-1 for incorrect clustering and 1 for highly dense clustering 

(dense and well separated), values around zero indicate 

overlapping clusters. This is composed of two values, 𝑎𝑆𝐶(𝑥) 

is the mean distance between an individual and all other 

individuals in the same cluster, and 𝑏𝑆𝐶(𝑥) is the mean 

distance between an individual and all other individuals in 

the nearest cluster. If the value is bigger, then the clustering 

is better. Considering N, the number of elements of the 

dataset, SC is computed as: 

𝑆𝐶 =
1

𝑁
∑(

𝑏𝑆𝐶(𝑥)− 𝑎𝑆𝐶(𝑥)

𝑚𝑎𝑥(𝑎𝑆𝐶(𝑥), 𝑏𝑆𝐶(𝑥))
)

𝑥∈𝑋

          (𝐶. 1) 

Sum-of-squares within clusters (𝑆𝑆𝑊): it is an internal 

measure used to evaluate the cohesion of the clusters that 

the algorithm has generated. The smaller the value is, the 

better the clustering. It is defined by (C.2).  
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𝑆𝑆𝑊(𝐶,𝑚) =
1

𝑁
∑∑‖𝑋𝑘

𝑖 −𝜌𝑘‖
𝑖𝜖𝐶𝑘

𝑚

𝑘=1

          (𝐶. 2) 

𝑋𝑘
𝑖  is the 𝑖 − 𝑡ℎ individual in the cluster 𝐶𝑘, 𝜌𝑘 is its centroid, 

and 𝑚 is the number of clusters. 

Sum-of-squares between clusters (𝑆𝑆𝐵): it is a prototype-

based separation measure used to evaluate the inter-cluster 

distance. If the value is bigger, then the clustering is better. 

It is defined by (C.3).  

𝑆𝑆𝐵(𝐶,𝑚) =
1

𝑛𝑘
∑𝑛𝑘

𝑚

𝑘=1

(𝜌𝑘− 𝜌𝑔)               (𝐶. 3) 

where 𝑛𝑘 is the number of elements in the cluster 𝑘, 𝜌𝑔 is the 

mean value of the whole data set (global center). 

WB-index (𝑊𝐵𝑖𝑛𝑑𝑒𝑥)[167]: it is based on 𝑆𝑆𝑊 and 𝑆𝑆𝐵. It 

emphasizes the effect of 𝑆𝑆𝑊 multiplying it by the generated 

number of clusters 𝑚. This metric is an alternative to 

methods based on knee point detection because most 

indices show monotonicity with increasing number of 

clusters. Therefore, indices with a clear minimum or 

maximum value are preferred, being 𝑊𝐵𝑖𝑛𝑑𝑒𝑥 one of them. 

Being a relationship between 𝑆𝑆𝑊 and 𝑆𝑆𝐵, it can be noted 

that lower its value, the better the quality of the formed 

clusters. In cases in which it is necessary to know the optimal 

number of groups, the WB-index are plotted for different 

number of partitions, and the model with the minimum value 

is chosen as the optimum. This index is defined in (C.4). 

𝑊𝐵𝑖𝑛𝑑𝑒𝑥 =
𝑚× 𝑆𝑆𝑊

𝑆𝑆𝐵
                        (C.4) 
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Performance Coefficient (𝑃𝑐): it is a metric that we propose 

which is a relationship between 𝑆𝐶 or 𝑆𝐼𝐿𝐴 and WB-index, in 

order to establish which of the tested algorithms presents the 

best performance. The value of 𝑃𝐶  must be minimal and 

greater than zero, because WB must be small and SC must 

be positive and close to 1, to establish an adequate 

clustering. 

𝑃𝐶 =
𝑊𝐵𝑖𝑛𝑑𝑒𝑥
𝑆𝐶

                                  (𝐶. 5) 

C.2. LAMDA-RD calibration 

A guideline for the calibration is presented below, which 

shows how the variation of the parameters 𝑑𝑛𝑏 and 𝐷𝑡 

(necessary to be set by the user) affects the quality of the 

clusters for the case of R15. Figures B.1a shows the 

variations of 𝑃𝐶 , depending on the parameters 𝑑𝑛𝑏 and 𝐷𝑡, 

and Figure B.1b shows its top view, in which the different 

areas are represented in colors. The yellow zone, e.g. (𝐷𝑡 =

0.1, 𝑑𝑛𝑏 = 0.27, 𝑃𝐶 = 15) presents high 𝑃𝐶  values, which as 

detailed in the experimental tests, this implies poor quality in 

the created clusters. Based on this, it is necessary to look 

for the zone with the minimum 𝑃𝐶 , in this case, the dark blue 

zones (which shows the next values: 𝐷𝑡 = 0.3, 𝑑𝑛𝑏 = 0.03, 

𝑃𝐶 = 1.577), that is, good quality clusters (the lowest 𝑃𝐶 ). 

However, the number of created clusters 𝑚 must also be 

considered, which is represented in Figure B.2a as a 

function of the parameters 𝑑𝑛𝑏 and 𝐷𝑡, and Figure B.2b 

shows its top view. In this case, the yellow areas represent 

a high number of created clusters (𝐷𝑡 = 0.9, 𝑑𝑛𝑏 = 0.015, 

𝑚 = 56 clusters), while dark blue areas (𝐷𝑡 = 0.1, 𝑑𝑛𝑏=

0.27, 𝑚 = 1 cluster) are not useful because all data has been 
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grouped into a single cluster. Finally, we observe the green 

zone (𝐷𝑡 = 0.3, 𝑑𝑛𝑏 = 0.03, 𝑚 = 15 clusters), which 

coincides with the values of 𝑑𝑛𝑏 and 𝐷𝑡 with the minimum 𝑃𝐶  

(see Figure. B.1). So, the general idea of the method is to 

find a balance between 𝑃𝐶   and 𝑚. 

Based on the results of Figure C.1 and C.2, the following 

criteria can be established: 

 Low values of 𝐷𝑡 make the merging process between 

neighboring clusters with low or no density in the 

overlapped area (see Figure C.3a), which is not 

adequate since they produce a non-demanding or low 

exigency algorithm (as is shown in Figure C.2 for dark 

blue zones), performing the merge process with separate 

or dissimilar neighboring clusters, which leads to poor 

quality clusters, as is shown by high 𝑃𝐶  in Figure C.1 for 

the equivalent zone (yellow area). 

 High values of 𝐷𝑡 produce a more demanding algorithm 

(as is shown clearly in Figure C.2 for yellow zones) since 

it requires a higher percentage of individuals in the 

overlapping area (see in Figure C.3), performing the 

merge process only when the neighboring clusters are 

very close, which improves the quality of them, as is 

shown by low 𝑃𝐶  in Figure C.1 for the equivalent zone 

(dark blue area). 

 Low values of distance between neighbors 𝑑𝑛𝑏 allow 

obtaining a more demanding algorithm (see Figures C.1 

and C.2, the best 𝑃𝐶  and a non-excessive number of 

clusters 𝑚 is presented with a low 𝑑𝑛𝑏), since the 

calculation of 𝐾𝑘,𝑗 is stricter (strongly penalizing the 

dissimilarity between samples). High values of 𝑑𝑛𝑏 
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produce a non-demanding or low exigency algorithm, by 

weakening the penalization for the dissimilarity between 

samples. 

 
(a)                                                        (b) 

Figure C.1. Obtained results for 𝑅15, in function of 𝑑𝑛𝑏 and 𝐷𝑡: (a) 

𝑃𝐶. (b) top view of 𝑃𝐶 

 
(a)                                                     (b) 

Figure C.2. Obtained results for 𝑅15, as function of 𝑑𝑛𝑏 and 𝐷𝑡: 

(a) number of clusters "𝑚". (b) top view of the number of clusters  
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(a)                                                  (b) 

Figure C.3. Illustrative example of: (a) low value of 𝐷𝑡. (b) high 

value of 𝐷𝑡 

Low values of distance between neighbors 𝑑𝑛𝑏 allow 

obtaining a more demanding algorithm (see Figures C.1 and 

C.2, the best 𝑃𝐶  and a non-excessive number of clusters 𝑚 

is presented with a low 𝑑𝑛𝑏), since the calculation of 𝐾𝑘,𝑗 is 

stricter (strongly penalizing the dissimilarity between 

samples). High values of 𝑑𝑛𝑏 produce a non-demanding or 

low exigency algorithm, by weakening the penalization for 

the dissimilarity between samples. 

Figure C.4 shows the recommended zone for the initial 

parameter calibration, looking for a balance zone in Figure 

C.1 and C.2 to obtain a better 𝑃𝐶 , without creating an 

excessive number of clusters 𝑚. Based on this, it is possible 

to verify the quadrants of maximum and minimum exigency, 

and the balanced zone, which can be taken as a starting 

point to perform the search of the most appropriate 𝐷𝑡 and 

𝑑𝑛𝑏. 
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Figure C.4. Recommended calibration of 𝐷𝑡  𝑎𝑛𝑑 𝑑𝑛𝑏 

The critical cases occur in the yellow zones of Figure C.2, 

low 𝐷𝑡 and high 𝑑𝑛𝑏, which generate the minimum number 

of clusters. In the case of R15, the best results are obtained 

by calibrating 𝑑𝑛𝑏 to a small value, as is shown in Figure C.2, 

where we have a great variation of 𝐷𝑡. Now, contrasting the 

results with Figure C.1, the smaller 𝑃𝐶  must be located on 

the graph. 

From the experimentation, a generic behavior could be 

observed, concluding that the parameter calibration can 

start with a value of 𝐷𝑡 ≈ 0.5, and 𝑑𝑛𝑏 ≈ 0.1 × 𝐷𝑡, e.g. for 

R15 the best values are: 𝐷𝑡 = 0.3, 𝑑𝑛𝑏 = 0.03 (shaded area 

of Figure C.4). 

For example, for s1 dataset the formed clusters with different 

parameter values are shown below, in which the parameter 

𝐷𝑡 is initially set 𝐷𝑡 = 0.54, and 𝑑𝑛𝑏 is changed until finding 

the minimum 𝑃𝐶  looking for an adequate number and quality 

of clusters (in this case, 15 clusters). By increasing the value 

of 𝑑𝑛𝑏, the algorithm creates fewer clusters, which are better 

constituted by covering the more dispersed individuals. On 

the other hand, by setting the value of 𝑑𝑛𝑏, fixed, and 
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changing the values of 𝐷𝑡, we observe that the algorithm is 

less strict when it is small, which implies a decrease in the 

number of clusters (less strict). 

The behavior of 𝑃𝐶  for the case when 𝐷𝑡 is fixed and 𝑑𝑛𝑏  is 

changed, is shown in Figure B.5a, while the behavior of 𝑃𝐶  

for the case when 𝑑𝑛𝑏 is fixed and 𝐷𝑡 is changed, is shown 

in Figure C.5b; in both cases, the minimum 𝑃𝐶  is a guide to 

calibrate these parameters. 

Min Positive - Best 

value

Min Positive - Best 

value

 
(a)                                                 (b) 

Figure C.5. Performance Coefficient for different values of 𝑑𝑛𝑏 

and 𝐷𝑡 (marked in red the best value) 
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APPENDIX D: Computational Complexity of 

LAMDA-HAD and LAMDA-RD 

D.1. Memory Usage  

The number of parameters required to perform the 

classification/clustering tasks is based on the number of 

descriptors and formed classes/clusters, 𝑙 and 𝑚, 

respectively. According to The number of parameters 

(#𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠) to be stored in memory is:  

#𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠𝐻𝐴𝐷 = 𝑙𝑚 + 2𝑛 + 3                    (𝐷.1) 

#𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠𝑅𝐷 = 𝑙𝑚 + 2𝑛 + 3                    (𝐷.2) 

In addition, if there are 𝑁 samples, each with 𝑛 descriptors, 

the total number of stored values is: 

#𝑠𝑡𝑜𝑟𝑒𝑑_𝑣𝑎𝑙𝑢𝑒𝑠𝐻𝐴𝐷 = 𝑁𝑙                        (𝐷.3) 

#𝑠𝑡𝑜𝑟𝑒𝑑_𝑣𝑎𝑙𝑢𝑒𝑠𝑅𝐷 = 𝑁𝑙                        (𝐷.4) 

It is assumed that each value is stored in 2 bytes of memory 

[166]. It can be concluded that its complexity linearly 

increases therefore the Big(O) function of LAMDA-HAD and 

LAMDA-RD is: 

𝑓(𝑁𝑙) = 𝑂(𝑁𝑙)                                (𝐷.5) 

D.2. Number of operations 

In this subsection is evaluated the number of arithmetic 

operations (arithmetic complexity) used to solve a problem. 

Addition, subtraction, multiplication, division, power and root 
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are considered as basic operations. The number of 

operations in each step to assign one sample to a cluster is 

detailed in Table D.1 [107]. Note that the symbol -- indicates 

that the algorithm does not perform that operation. 

Table D.1. Arithmetic complexity (number of operations) of 

LAMDA, LAMDA-HAD and LAMDA-RD 

 Arithmetic Complexity 

 LAMDA LAMDA-
HAD 

LAMDA-RD 

For 
normalization  

3 3 3 

For 𝑀𝐴𝐷𝑘 ,𝑗 4𝑚𝑙 4𝑚𝑙 -- 

For update 𝜌𝑘 ,𝑗 4  4 

For 𝐶𝑀𝐴𝐷 -- -- 3𝑚𝑙 

For 𝑑𝑘,�̅� -- -- 𝑚(𝑙 − 1) + 2 

For 𝐾𝑘 ,�̅� -- -- 3𝑚  

For 𝑅𝑀𝐴𝐷𝑘 ,𝑗 ,  -- -- 𝑚 

For 𝐺𝐴𝐷𝑘 ,𝑗 21(𝑚 + 1)(𝑙
− 1) 

21(𝑚 + 1)(𝑙
− 1) 

21(𝑚 + 1)(𝑙 − 1) 

For 𝑀𝐺𝐴𝐷𝑘 ,𝑝  -- 𝑛𝑘 + 1 -- 

For 𝐺𝐴𝐷𝑁𝐼𝐶  -- 𝑚 + 1 -- 

For 𝐴𝐷𝐺𝐴𝐷  -- 5𝑚2  -- 

For 𝐻𝐴𝐷  -- 𝑚 -- 

Class/Cluster 
identif.  

1 2 1 

For 𝑡𝑛𝑏,𝑗  -- -- 𝑛(𝑛𝑛𝑏
2 − 𝑛𝑛𝑏 + 1) 

Count 

individuals in 
overlapping  

-- -- 𝑛𝑘 + 𝑛𝑛𝑏 +1 

For 𝐷𝑘−𝑛𝑏 -- -- 3 

In the case of 
merge, to 
update 𝜌𝑛𝑒𝑤,𝑗 

-- -- 𝑛𝑘 + 𝑛𝑛𝑏 +1 
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The arithmetic complexity of LAMDA in the classification 

context (𝐶𝐿𝐶), compared with LAMDA-HAD (𝐶𝐻𝐴𝐷) is 

computed adding the cells in each column of the Table D.1 

and multiplying for the number of data instances 𝑁. 

𝐶𝐿𝐶 = 𝑁(25𝑚𝑙 − 21𝑚 + 21𝑙 − 13)  

→   𝑓(𝑁𝑚𝑙) = 𝑂(𝑁𝑚𝑙)                                 (𝐷.6) 

𝐶𝐻𝐴𝐷 = 𝑁(5𝑚
2 + 25𝑚𝑙 − 20𝑚 + 21𝑙 + 𝑛𝑘 − 11)                

→ 𝑓(𝑁𝑚2) = 𝑂(𝑁𝑚2)                                (𝐷.7) 

The comparative results in asymptotic notation (Big-O) of the 

algorithms tested in the classification context (training) are 

presented in Table D.2. 

Table D.2. Arithmetic complexity in terms of Big-O of classification 

algorithms  

Algorithm Arithmetic Complexity big-O Notation 

LDA 𝑂(𝑁𝑙2) 

SVM 𝑂(𝑁3) 

NBC 𝑂(𝑁𝑙) 

DT 𝑂(𝑁𝑙 log(𝑛)) 

RF 𝑂(𝑀𝑁𝑙 log(𝑛)) 

LAMDA 𝑂(𝑁𝑚𝑙) 

LAMDA-HAD 𝑂(𝑁𝑚2) 

*M is the number of trees, information taken from [168,169] 

In the other hand, the arithmetic complexity of LAMDA in the 

clustering context (𝐶𝐿𝑈), compared with LAMDA-RD (𝐶𝑅𝐷) is 

computed adding the cells in each column of the Table D.1. 

𝐶𝐿𝑈 = 25𝑚𝑙 − 21𝑚 + 21𝑙 − 13  

→   𝑓(𝑚𝑙) = 𝑂(𝑚𝑙)                                 (𝐷.8) 



 

D-4 

 

𝐶𝑅𝐷 = 25𝑚𝑙 − 18𝑚+ 𝑙(𝑛𝑛𝑏
2 −𝑛𝑛𝑏 +22) + 2(𝑛𝑛𝑏 +𝑛𝑘) − 7 

→ 𝑓(𝑙𝑛𝑛𝑏
2 ) = 𝑂(𝑙𝑛𝑛𝑏

2 ), 𝑖𝑓 𝑛𝑛𝑏 ≈ 𝑁 ⇒     𝑂(𝑁2𝑙)         (𝐷.9) 

The comparative results in asymptotic notation (Big-O) of the 

algorithms tested in the clustering context are presented in 

Table D.3. 

Table D.3. Arithmetic complexity in terms of Big-O of clustering 

algorithms 

Algorithm Arithmetic Complexity big-O Notation 

KM 𝑂(𝑁𝑘𝑙) 

KMD 𝑂(𝑁2𝑙𝑡) 

FCM 𝑂(𝑁) 

ATH 𝑂(𝑁3) 

DBS 𝑂(𝑁𝑙) 

LAMDA 𝑂(𝑚𝑙) 

LAMDA-RD 𝑂(𝑁2𝑙) 

*k is the number of clusters and t the number of iterations, information taken 
from  [170,171]
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APPENDIX E: Demonstration of the stability 

of the learning algorithm 

This section shows in detail the stability analysis of the 

Adaptive-LAMDA method, specifically in the part of learning 

during its application in the control loop. For this we have 

raised the Theorem 2, whose proof is detailed as follows. 

Theorem 2. Consider the learning algorithm presented in 

Subsection 4.3.1, with the output error defined as: 

𝐸𝑑(𝑘) =
1

2
[𝑂𝑢𝑡𝑑(𝑘) − 𝑂𝑢𝑡𝐿

𝑑(𝑘)]2 =
1

2
𝑒(𝑘)2     (𝐸. 1) 

the Lyapunov function defined as: 

𝑉(𝑘) = 𝐸𝑑(𝑘)                             (𝐸. 2) 

and: 

0 < 𝜂 <
2

3(𝑁𝛶 +𝑁𝛹 +𝑁𝛼)
                       (𝐸. 3) 

For 𝑒𝑟(𝑘) > 0: 

0 < 𝛽 < 

2𝑒(𝑘)

3 ((
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶 (𝑘)
)

𝑇

∆𝛶(𝑘 − 1) + (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇

∆𝛹(𝑘 − 1) + (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
) ∆𝛼(𝑘 − 1))

 (𝐸. 4) 

0 < 𝑡𝑟(𝑃(𝑘 + 1)) <
2𝑒(𝑘)

3𝑒𝑟(𝑘)(‖𝑎(𝑘 + 1)‖𝐹)
2
    (𝐸. 5) 

For 𝑒𝑟(𝑘) < 0: 

0 < 𝛽 < 
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−2𝑒(𝑘)

3 ((
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶 (𝑘)
)

𝑇

∆𝛶(𝑘 − 1) + (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇

∆𝛹(𝑘 − 1) + (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
) ∆𝛼(𝑘 − 1))

  (𝐸. 6) 

0 < 𝑡𝑟(𝑃(𝑘 + 1)) <
−2𝑒(𝑘)

3𝑒𝑟(𝑘)(‖𝑎(𝑘 + 1)‖𝐹)
2        (𝐸. 7) 

 

Then, the error 𝑒(𝑘) ⟶ 0 in the training stage for a 

controllable system independent of the application, system 

order, number of inputs and classes. 

Proof. To demonstrate the convergence of the algorithm, 

the Lyapunov's theory is used. Then, the change of 𝑉(𝑘)  
defined in (E.2) is computed as: 

∆𝑉(𝑘) = 𝑉(𝑘 + 1) − 𝑉(𝑘) = 𝐸𝑑(𝑘 + 1) − 𝐸𝑑(𝑘) 

                           =
1

2
(𝑒(𝑘 + 1)2 − 𝑒(𝑘)2)        

               =
1

2
(𝑒(𝑘 + 1) − 𝑒(𝑘))(𝑒(𝑘+ 1)+ 𝑒(𝑘))   

=
1

2
∆𝑒(𝑘)(∆𝑒(𝑘) + 2𝑒(𝑘))                             (𝐸. 8) 

Grouping all the terms of the antecedent in vector form 𝛶(𝑘) 
for the centers and 𝛹(𝑘) for the standard deviation of the 

classes: 

𝛶(𝑘) = [𝜌1,1(𝑘),… , 𝜌1,𝑗(𝑘),… , 𝜌2,1(𝑘),… , 𝜌2,𝑗(𝑘),…, 

𝜌𝑘,1(𝑘),… , 𝜌𝑘,𝑗(𝑘), … , 𝜌𝑚,𝑛(𝑘)]
𝑇 (𝐸. 9) 

𝛹(𝑘) = [𝜎1,1(𝑘),… , 𝜎1,𝑗(𝑘),… , 𝜎2,1(𝑘),… , 𝜎2,𝑗(𝑘),…, 

𝜎𝑘,1(𝑘),… , 𝜎𝑘,𝑗(𝑘),… , 𝜎𝑚,𝑛(𝑘)]
𝑇 (𝐸. 10) 

and the consequent parameters in the matrix ℎ(𝑘), from 

(4.53): 
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ℎ(𝑘) = [

ℎ11 … ℎ1𝑗 … ℎ1𝑛 ℎ1
ℎ𝑘1 … ℎ𝑘𝑗 … ℎ𝑘𝑛 ℎ𝑘
ℎ𝑚1 … ℎ𝑚𝑗 … ℎ𝑚𝑛 ℎ𝑚

]            (𝐸. 11)  

The change in error ∆𝑒(𝑘) can be approximated by:  

∆𝑒(𝑘) = (
𝜕𝑒(𝑘)

 𝛶(𝑘)
)

𝑇

∆𝛶(𝑘) + (
𝜕𝑒(𝑘)

𝜕𝛹(𝑘)
)

𝑇

∆𝛹(𝑘) 

+(
𝜕𝑒(𝑘)

𝜕𝛼(𝑘)
)∆𝛼(𝑘) + 𝑡𝑟 ((

𝜕𝑒(𝑘)

𝜕ℎ(𝑘)
)∆ℎ(𝑘)) (𝐸. 12) 

Updating the centers by the gradient descent method:  

𝛶(𝑘 + 1) = 𝛶(𝑘) + 𝜂 (−
𝜕𝐸𝑑(𝑘)

𝜕𝛶(𝑘)
) 

+𝛽(𝛶(𝑘)− 𝛶(𝑘 − 1))  (𝐸. 13) 

𝜕𝐸𝑑(𝑘)

𝜕𝛶(𝑘)
=
𝜕𝐸𝑑(𝑘)

𝜕𝑒(𝑘)

𝜕𝑒(𝑘)

𝜕𝑂𝑢𝑡𝐿
𝑑(𝑘)

𝑂𝑢𝑡𝐿
𝑑(𝑘)

𝜕𝛶(𝑘)
 

= −𝑒(𝑘)
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
  (𝐸. 14) 

The change of  𝛶(𝑘), replacing (E.14) in (E.13), is:  

∆𝛶(𝑘) = 𝜂𝑒(𝑘)
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
+ 𝛽∆𝛶(𝑘 − 1)            (𝐸. 15) 

Applying the same procedure of (E.13)-( E.15) for 𝛹(𝑘) and 

𝛼(𝑘), it is obtained: 

∆𝛹(𝑘) = 𝜂𝑒(𝑘)
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
+ 𝛽∆𝛹(𝑘 − 1)         (𝐸. 16) 

∆𝛼(𝑘) = 𝜂𝑒(𝑘)
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
+ 𝛽∆𝛼(𝑘 − 1)          (𝐸. 17) 

Rewriting (4.53) to compute the consequent parameters 

ℎ(𝑘 + 1): 
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ℎ(𝑘 + 1) = ℎ(𝑘) + 𝑃(𝑘 + 1)𝑎(𝑘 + 1)𝑒𝑟(𝑘)        (𝐸. 18) 

with: 

𝑒𝑟(𝑘) = 𝑂𝑢𝑡(𝑘 + 1) − 𝑎𝑇(𝑘 + 1)ℎ(𝑘)              (𝐸. 19) 

From (E.18), the change of ℎ(𝑘) is computed by: 

∆ℎ(𝑘) = 𝑃(𝑘 + 1)𝑎(𝑘 + 1)𝑒𝑟(𝑘)                (𝐸. 20) 

Thus, the estimated output of LAMDA for the 𝑑 −th sample 

from (4.53) is: 

𝑂𝑢𝑡𝐿
𝑑(𝑘 + 1) = 𝑎𝑇(𝑘 + 1)ℎ(𝑘)                 (𝐸. 21) 

From (E.1) and (E.21), the derivative is:  

𝜕𝑒(𝑘)

𝜕ℎ(𝑘)
=

𝜕𝑒(𝑘)

𝜕𝑂𝑢𝑡𝐿
𝑑(𝑘)

𝜕𝑂𝑢𝑡𝐿
𝑑(𝑘)

𝜕ℎ(𝑘)
= −𝑎𝑇(𝑘+ 1)      (𝐸. 22) 

Replacing (E.15)-( E.17) and (E.22) in (E.12), ∆𝑒(𝑘) is 

computed as: 

∆𝑒(𝑘) = (−
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
)

𝑇

(𝜂𝑒(𝑘)
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
+ 𝛽∆𝛶(𝑘 − 1)) 

+(−
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇

(𝜂𝑒(𝑘)
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
+ 𝛽∆𝛹(𝑘 − 1)) 

+(−
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
)(𝜂𝑒(𝑘)

𝜕𝑂𝑢𝑡𝐿
𝑑(𝑘)

𝜕𝛼(𝑘)
+ 𝛽∆𝛼(𝑘 − 1)) 

−𝑎𝑇(𝑘 + 1)𝑃(𝑘 + 1)𝑎(𝑘 + 1)𝑒𝑟(𝑘)  (𝐸. 23) 

∆𝑒(𝑘) = 

−𝜂𝑒(𝑘) (‖
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
‖2)

2

−(
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
)

𝑇

𝛽∆𝛶(𝑘 − 1) 

−𝜂𝑒(𝑘) (‖
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
‖2)

2

−(
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇

𝛽∆𝛹(𝑘 − 1) 



 

E-5 

 

−𝜂𝑒(𝑘) (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
)

2

−(
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
)𝛽∆𝛼(𝑘 − 1) 

−𝑎𝑇(𝑘+ 1)𝑃(𝑘 + 1)𝑎(𝑘 + 1)𝑒𝑟(𝑘)   (𝐸. 24) 

Now, the following norms are replaced with the terms 

𝑁𝛶 , 𝑁𝛹, 𝑁𝛼: 

𝑁𝛶 = (‖
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
‖2)

2

, 𝑁𝛹 = (‖
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
‖2)

2

, 

𝑁𝛼 = (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
)

2

                           (𝐸. 25) 

Replacing (E.25) in (E.24): 

∆𝑒(𝑘) = −𝜂𝑒(𝑘)𝑁𝛶 −(
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
)

𝑇

𝛽∆𝛶(𝑘 − 1) 

−𝜂𝑒(𝑘)𝑁𝛹− (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇

𝛽∆𝛹(𝑘 − 1) 

−𝜂𝑒(𝑘)𝑁𝛼 −(
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
)𝛽∆𝛼(𝑘 − 1)    

−𝑎𝑇(𝑘+ 1)𝑃(𝑘 + 1)𝑎(𝑘 + 1)𝑒𝑟(𝑘)   (𝐸. 26) 

∆𝑒(𝑘) = −𝑒(𝑘) [𝜂𝑁𝛶 +(
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
)

𝑇
𝛽

𝑒(𝑘)
∆𝛶(𝑘 − 1) + 𝜂𝑁𝛹

+ (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇
𝛽

𝑒(𝑘)
∆𝛹(𝑘 − 1) + 𝜂𝑁𝛼

+ (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
)
𝛽

𝑒(𝑘)
∆𝛼(𝑘 − 1)

+ 𝑎𝑇(𝑘 + 1)𝑃(𝑘 + 1)𝑎(𝑘 + 1)
𝑒𝑟(𝑘)

𝑒(𝑘)
] (𝐸. 27) 

Replacing (E.27) in ∆𝑉(𝑘) presented in (E.8): 
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∆𝑉(𝑘) =
1

2
𝑒2(𝑘)[𝜂(𝑁𝛶 +𝑁𝛹 +𝑁𝛼)

+
𝛽

𝑒(𝑘)
((
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
)

𝑇

∆𝛶(𝑘 − 1)

+ (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇

∆𝛹(𝑘 − 1)

+ (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
)∆𝛼(𝑘 − 1))

+ 𝑎𝑇(𝑘 + 1)𝑃(𝑘 + 1)𝑎(𝑘 + 1)
𝑒𝑟(𝑘)

𝑒(𝑘)
] 

[𝜂(𝑁𝛶 +𝑁𝛹 +𝑁𝛼)

+
𝛽

𝑒(𝑘)
((
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
)

𝑇

∆𝛶(𝑘 − 1)

+ (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇

∆𝛹(𝑘 − 1)

+ (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
)∆𝛼(𝑘 − 1))

+ 𝑎𝑇(𝑘 + 1)𝑃(𝑘 + 1)𝑎(𝑘 + 1)
𝑒𝑟(𝑘)

𝑒(𝑘)

− 2]                                                               (𝐸. 28) 

From (E.28), the following equalities are considered: 
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𝐴(𝑘) = 𝜂(𝑁𝛶 +𝑁𝛹 +𝑁𝛼)                 (𝐸. 29) 

𝐵(𝑘) =
𝛽

𝑒(𝑘)
((
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
)

𝑇

∆𝛶(𝑘 − 1)                                

+ (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇

∆𝛹(𝑘 − 1)

+ (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
)∆𝛼(𝑘 − 1))                    (𝐸. 30) 

𝐶(𝑘) = 𝑎𝑇(𝑘 + 1)𝑃(𝑘 + 1)𝑎(𝑘 + 1)
𝑒𝑟(𝑘)

𝑒(𝑘)
           (𝐸. 31) 

Replacing (E.29)-(E.31) in (E.28), to guarantee the 

convergence and stability, ∆𝑉(𝑘) must meet the condition: 

∆𝑉(𝑘) < 0 ⇒
1

2
𝑒2(𝑘)[𝐴(𝑘)+ 𝐵(𝑘) + 𝐶(𝑘)][𝐴(𝑘) + 𝐵(𝑘)

+ 𝐶(𝑘)− 2] < 0 

⇒ 0 < 𝐴(𝑘) + 𝐵(𝑘) + 𝐶(𝑘) < 2                (𝐸. 32) 

𝐴 is always positive, while the signs of 𝐵(𝑘) and 𝐶(𝑘) must 

be evaluated to meet the condition presented in (E.32), if 

𝐵(𝑘) > 0: 

𝛽

𝑒(𝑘)
((
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶(𝑘)
)

𝑇

∆𝛶(𝑘 − 1)+ (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇

∆𝛹(𝑘 − 1)

+ (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
)∆𝛼(𝑘 − 1)) > 0          (𝐸. 33)  

Because 𝑃(𝑘 + 1) is Hermitanian semidefinite positive [133], 

then: 

𝑒𝑟(𝑘)

𝑒(𝑘)
> 0 ⟹ 𝐶(𝑘) > 0                   (𝐸. 34) 
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For stability, it is sufficient to consider the same weights for 

all the terms in (E.32): 

0 < 𝐴(𝑘) <
2

3
;  0 < 𝐵(𝑘) <

2

3
 ;  0 < 𝐶(𝑘) <

2

3
        (𝐸. 35) 

From (E.29), (E.33)-(E.35), it is obtained: 

 0 < 𝜂 <
2

3(𝑁𝛶 +𝑁𝛹 +𝑁𝛼)
                       (𝐸. 36) 

0 < 𝛽 < 

2𝑒(𝑘)

3 ((
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶 (𝑘)
)

𝑇

∆𝛶(𝑘 − 1) + (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇

∆𝛹(𝑘 − 1) + (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
) ∆𝛼(𝑘 − 1))

 (𝐸.37) 

0 < 𝑎𝑇(𝑘 + 1)𝑃(𝑘 + 1)𝑎(𝑘 + 1)
𝑒𝑟(𝑘)

𝑒(𝑘)
<
2

3
           (𝐸. 38) 

Considering the property: 𝑋𝑌𝑋𝑇 = 𝑡𝑟(𝑌𝑋𝑇𝑋), and applying 

it in (E.38): 

0 < 𝑎𝑇(𝑘 + 1)𝑃(𝑘 + 1)𝑎(𝑘 + 1) = 

𝑡𝑟(𝑃(𝑘+ 1)𝑎(𝑘 + 1)𝑎𝑇(𝑘 + 1)) <
2𝑒(𝑘)

3𝑒𝑟(𝑘)
 (𝐸. 39) 

Applying the property 𝑊,𝑍 ∈ 𝐻0
+(𝑛), then  

0 ≤ 𝑡𝑟 𝑊𝑍 ≤ 𝑡𝑟 𝑊 𝑡𝑟 𝑍, in (E.39): 

0 < 𝑡𝑟(𝑃(𝑘 + 1))𝑡𝑟(𝑎(𝑘 + 1)𝑎𝑇(𝑘 + 1)) <
2𝑒(𝑘)

3𝑒𝑟(𝑘)
  

0 < 𝑡𝑟(𝑃(𝑘 + 1))(‖𝑎(𝑘 + 1)‖𝐹)
2 <

2𝑒(𝑘)

3𝑒𝑟(𝑘)
                 

0 < 𝑡𝑟(𝑃(𝑘+ 1)) <
2𝑒(𝑘)

3𝑒𝑟(𝑘)(‖𝑎(𝑘 + 1)‖𝐹)
2    (𝐸. 40) 

Now, if 𝐵(𝑘) < 0: 
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0 < −𝐵(𝑘) <
2

3
                               (𝐸. 41) 

0 < 𝛽 < 

−2𝑒(𝑘)

3 ((
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛶 (𝑘)
)

𝑇

∆𝛶(𝑘 − 1) + (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛹(𝑘)
)

𝑇

∆𝛹(𝑘 − 1) + (
𝜕𝑂𝑢𝑡𝐿

𝑑(𝑘)

𝜕𝛼(𝑘)
) ∆𝛼(𝑘 − 1))

  (𝐸. 42) 

From (E.35), if  𝐶(𝑘) < 0: 

𝑒𝑟(𝑘)

𝑒(𝑘)
< 0                               (𝐸. 43) 

0 < −𝐶(𝑘) <
2

3
                          (𝐸. 44) 

Considering the same procedure from (E.39)-(E.40), in 

(E.44), it is obtained: 

0 < −𝑎𝑇(𝑘+ 1)𝑃(𝑘 + 1)𝑎(𝑘 + 1)
𝑒𝑟(𝑘)

𝑒(𝑘)
<
2

3
 

0 > −𝑎𝑇(𝑘+ 1)𝑃(𝑘 + 1)𝑎(𝑘 + 1) >
2

3

𝑒(𝑘)

𝑒𝑟(𝑘)
 

0 < 𝑎𝑇(𝑘 + 1)𝑃(𝑘 + 1)𝑎(𝑘 + 1) < −
2

3

𝑒(𝑘)

𝑒𝑟(𝑘)
                 

0 < 𝑡𝑟(𝑃(𝑘 + 1)) <
−2𝑒(𝑘)

3𝑒𝑟(𝑘)(‖𝑎(𝑘 + 1)‖𝐹)
2        (𝐸. 45) 
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