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## RESUMEN

Debido a la naturaleza de transmisión en el medio inalámbrico, los problemas de privacidad y seguridad de la información son aspectos críticos, comúnmente abordados en todas las generaciones de comunicaciones móviles. Recientemente, partiendo de las bases de Teoría de Información, la seguridad a nivel de capa física se ha convertido en un enfoque prometedor para brindar seguridad en redes emergentes (5G y post-5G). Dicha tecnología toma ventaja de la aleatoriedad inherente del canal inalámbrico (por ejemplo, ruido, interferencia, y desvanecimiento) para resguardar los datos de nodos no autorizados. Hoy en día, varios investigadores, han dedicado un esfuerzo considerable para comprender las bases fundamentales de la seguridad a nivel de la capa física sobre diferentes modelos de desvanecimientos en escenarios sujetos a espionaje. En este contexto, es importante destacar que, adecuados modelos de canal de desvanecimiento pueden capturar de forma precisa las propiedades intrínsecas del medio inalámbrico. Varios trabajos propuestos en la literatura concernientes al estudio de la seguridad a nivel de capa física sobre canales de desvanecimiento, se basan principalmente en modelos simplistas. Es decir, dichos modelos de canal no capturan la versatilidad del medio de propagación a corta escala que formarán parte del entorno 5G y post-5G. Por lo que, estudiar y comprender los beneficios de la seguridad a nivel de capa física sobre modelos de canal de desvanecimientos es de primordial importancia para el diseño e implementación de aplicaciones seguras en la próxima red móvil de comunicación.

Esta tesis tiene como objetivo proporcionar un estudio integral del desempeño de la seguridad a nivel de capa física sobre modelos de canales de desvanecimiento generalizados. Cabe mencionar que, se considerará aquellos modelos de desvanecimiento que han demostrado caracterizar con precisión el canal inalámbrico en las comunicaciones que emplean ondas milimétricas (mm-Wave, del inglés millimeter-Wave). En particular, este trabajo se enfoca en investigar el desempeño de la seguridad a nivel de capa física en canales de escuchas para sistemas con una única antena (SISO, del inglés Single-Input Single-Output) y múltiples antenas (MIMO, del inglés Multiple-Input Multiple-Output). Para tal propósito, se utilizarán métricas relativas a la seguridad ampliamente utilizadas en la literatura, entre las cuales, podemos destacar, la probabilidad de corte del secreto de la comunicación (SOP, del inglés Secrecy Outage Probability), y la tasa alcanzable de secreto promedio (ASC, del inglés Average Secrecy Capacity). Además, partiendo del hecho de que: (i) el SOP pude ser interpretado como el cociente de dos variables aleatorias, y (ii) las técnicas de combinación de diversidad (por ejemplo, MIMO) implican la suma de variables aleatorias. Este trabajo también propone nuevas metologías para aproximar la distribución exacta de las principales estadísticas (por ejemplo, Función Densidad de Probabilidad y Función de Distribución Acumulativa) de la suma y el cociente de variables aleatorias. Con base a estos resultados, posteriormente
se proporcionan formulaciones de métricas relativas de secreto para explorar el desempeño de la seguridad a nivel de capa física de los sistemas propuestos (es decir, canales de escucha SISO y MIMO). Los modelos de canal de desvanecimiento considerados para los escenarios propuestos son $\kappa-\mu$ shadowed y N-Rayos con Potencia Difusa.

Finalmente, inspirados por el potencial prometedor de las comunicaciones inalámbricas asistidas por superficie inteligente reconfigurable (RIS, del inglés Intelligent Reflecting Surface) para redes posteriores a 5 G ; este trabajo explora la seguridad de la capa física de un sistema inalámbrico que emplea tecnología RIS. Los resultados muestran que la incorporación de la configuración RIS en las redes inalámbricas post-5G aporta una mejora significante al desempeño de la seguridad a nivel de capa física.

Keywords- Métodos de aproximación, suma de variables aleatorias, radio de variables aleatorias, canales de desvanecimiento generalizado, $\kappa-\mu$ shadowed, N-Rayos con Potencia Difusa, seguridad en capa física, superficies inteligentes reconfigurables.


#### Abstract

Due to the wireless medium's broadcast nature, privacy and security concerns are critical issues in wireless communications systems. Rooted in information theory, physical layer security by exploiting the inherent randomness (e.g., noise, interference, and fading) of the wireless channel has become a promising approach to providing security in future wireless networks. Nowadays, many researchers have devoted a considerable effort to understand the fundamental basis of physical layer security over different fading wire-tap channel models. Importantly, proper fading channel models can capture the time-varying properties of the wireless environment. Works available in the literature on the study of the physical layer security over fading channels are primarily based on fading models that do not capture the irregularity and heterogeneity of the versatile set of channels that will be part of 5G and post-5G networks. Therefore, understanding physical layer security's performance undergoing more practical fading channel models is of great importance for practical security applications at the physical layer level for the next wireless networks.

This thesis aims to provide a comprehensive study on physical layer security's fundamental performance over generalized fading channel models, which have proven to characterize mm-Wave scenarios in 5G accurately. Specifically, this investigation focuses on the secrecy performance of both the Single-Input Single-Output (SISO) and Multiple-Input Multiple-Output (MIMO) wiretap channels by employing the Secrecy Outage Probability (SOP), Average Secrecy Capacity (ASC) as secrecy metrics. Knowing that: $(i)$ the SOP can be interpreted as the ratio of two random variables, and (ii) the diversity combining techniques used in MIMO systems implies a sum of Random Variables (RVs), analytical approximations for statistics (e.g., PDF and CDF) of both the sum and the ratio of the random variables are derived in the first instance. Based on these results, the secrecy formulations to investigate the secrecy performance of the concerned systems (i.e., SISO and MIMO wiretap channels) over generalized fading channels, namely, $\kappa-\mu$ shadowed, and N -Wave with Diffuse Power are derived. Finally, inspired by the promising potential of Reconfigurable Intelligent Surface (RIS)aided communications for post-5G networks, a wireless system's physical layer security employing RIS technology is also explored. The results show that incorporating RIS configuration in wireless networks brings a prominent physical layer security enhancement.

Keywords- Approximation methods, sum of random variables, ratio of random variables, generalized fading channels, $\kappa-\mu$ shadowed, N-wave with Diffuse Power fading model, physical layer security, reconfigurable intelligent surfaces.


## 1 INTRODUCTION

In wireless communications, a large number of factors directly affect the quality of the received signal. Signal strength fluctuates frequently, sometimes providing a good quality signal, sometimes degrading the signal. Some of the physical phenomena that influence the wireless channel include interference, path loss, shadowing, fading, among others [1]. Specifically, fading is caused due to multipath propagation, i.e., the interaction of multiple reflections, scattering, and diffractions of the radio-mobile signal along its pathway. Due to the stochastic nature of the physical factors involved in the fading, it is necessary to characterize it through probability distributions such as Rayleigh, Rice, Hoyt, Weibull, and Nakagami-m. Fading imposes severe performance limitations on wireless communications systems [2]. Therefore, diversity combination methods are used as efficient techniques to combat the fading. The basic principle of these methods is to provide the receiver with multiple replicates of the information signal, called diversity signals or branches, which, when properly combined, provide a less fading resulting signal. Classic diversity combining techniques are Equal Gain Combining (EGC) and Maximum Ratio Combining (MRC) [3]. Such diversity combining schemes are the most relevant instances that imply sums of Random Variables (RVs). Other important applications of the sum of fading RVs include, for instance, outage probability, signal detection, inter-symbol interference, phase jitter, linear equalizers, and error-bound calculations for coding in satellite communications [4], [5]. Unfortunately, the exact analytical evaluation of the sum statistics (i.e., Probability Density Function (PDF), Cumulative Density Function (CDF), and Moment Generation Function (MGF)) may be cumbersome even for statistically independent, well-known fading channel models. For independent RVs, the PDF of the sum can be computed either as the convolution of the individual PDFs of the summands or as the Fourier Transform (FT) of the product of the corresponding Characteristic Functions (CFs) [6]. Although tractable solutions are available for particular fading models and specific numbers of summands, no general closed-form solution exists as yet for an arbitrary number of summands over generalized fading channels. In such cases, one needs to resort to numerical routines by using popular mathematical software packages. However, as the number of summands increases, this approach becomes prone to convergence and instability issues, or even impracticable. To bypass the stated limitation on exact sum statistics, approximate methods for many fading scenarios have emerged in the literature. In this sense, a better knowledge of the statistics of the sum of fading RVs plays a pivotal role in the analytical performance evaluation of many wireless applications.

Nowadays, with the advent of new applications (e.g., autonomous cars, remote surgery, Internet of Thing (loT), cloud computing, among others), the capacity of the fourth generation (4G) systems will not be able to support the demanding bandwidths and high service quality requirements [7]. In this context, Fifth Generation (5G) technology emerges as a solution to almost everything. Specifically, $5 G$ is supposed to offer enormous data speeds, extreme reliability, and supporting a massive number of things or devices connected for the next decade [8]. The key to the successful development of 5 G systems will be the unification of different networking technologies. For instance, some of new scenarios of wireless systems under the umbrella of 5 G include millimeter Wave (mm-Wave) communications, Device-to-Device (D2D) systems, machine-type networks, vehicular communications, Unmanned Aerial Vehicle (UAV) communications, and many others [9]. These novel scenarios will create the necessity for wireless nodes to operate over a versatile set of channels ranging from (i) indoor to outdoor; (ii) Line-of-Sight (LoS) to Non-LoS (NLoS), and (iii) homogeneous diffuse scattering to scenarios with clustering of scattered multipath waves [10]. Recent investigations in [11] have shown that none of the well-established fading models (e.g., Rayleigh, Rician, and Nakagami$m$ ) present an accurate fit with the field measurements in mm-Wave communications. One of the reasons for such mismatch is based on the fact that classical fading models heavily rely on the Central Limit Theorem (CLT), which assumes a sufficiently large number of multipath waves arriving at the receiver ends - and such conditions are not always met [12]. In the last years, some efforts have been oriented to formulate more accurate channel models that overcome such limitations. One good example is the $\alpha-\eta-\kappa-\mu$ fading model [13], which has shown good accuracy to model the short-term fading channel behavior in the mm-Wave band [14]. Another choice are stochastic fading models that explicitly discern between the individual multipath waves classically regarded as LoS components. Such models have been proposed as a way for bridging the gap between CLT-based approaches and purely ray-based models, and may be suited to accommodate to propagation conditions encountered in the mm-Wave band like those emulated by ray-tracing schemes [15], [16]. For instance, Durgin's Two-Wave with Diffuse Power (TWDP) [17] and the Fluctuating Two-Ray (FTR) [18] are known to improve the fit to field measurements in different scenarios, including mm-Wave set-ups [11], [19], compared to conventional fading channel models. Very recently, the author in [20] proposed the generalization o TWDP that was referred to as N-wave with diffuse power (NWDP) in order to deal with the rather unwieldy nature of the wireless channel for the next networks. In this context, another popular model to characterize the propagation medium in emerging practical scenarios is the $\kappa-\mu$ shadowed [21], which relies on the assumption that the signal's dominant components are subject to random fluctuations. Nonetheless, a myriad of challenges must still be overcome so that 5G converges into a reliable, safe, and efficient system. One of the most critical aspects is related to information transmission security, given that 5 G is designed to support diverse applications. Consequently, highly confidential and vulnerable data is expected to be transmitted in 5 G and beyond networks, which are sensitive to eavesdropping due to their wireless nature. Traditionally, security systems are based on higher layer cryptographic mechanisms, which contemplate mathematically
complex algorithms that demand high energy and computational resources. Such methods pose significant challenges for implementing and managing the 5 G wireless networks in practice [22]. Therefore, classical cryptography by itself does not constitute an integral solution to the security problems envisioned for future wireless transmissions. In this sense, Physical Layer Security (PLS) arises as an alternative to providing secure communications at the physical layer by smartly exploiting the randomness (e.g., noise, interference, and fading) of wireless channels [23]. The main advantage of employing PLS for 5G networks compared to cryptography methods is that PLS techniques do not rely on computational complexity. Hence, even if the unauthorized devices in 5 G systems are equipped with high power computational resources, secure and reliable communications can still be attained [24]. However, since 5 G is a multi-level system with different security levels, using PLS techniques in this complicated environment is challenging. In this regard, the PLS approach should interact with other protocol stack techniques to reach a fair tradeoff between security and Quality of Service (QoS) [25]. PLS's works over wireless fading channels have been extensively investigated in the literature. The vast majority in such studies assume fading channel models that do not adequately characterize the environments in which $5 G$ will be deployed. Therefore, providing useful insights into PLS's performance over generalized fading channel models remains challenging.

By the end of the next decade, future mobile applications will demand stricter technical requirements than those designed to coexist on the 5G platform. Based on this fact, several researchers anticipate exploring what Sixth Generation (6G) would look like in the future communication era [26]. With great certainty, it is expected that 6 G will improve 5 G in terms of speed, reliability, and availability [27]. While 5G takes us into the loT to transform the way we communicate; 6 G is believed to open the new era of "Internet of Intelligence" with connected people, connected things, and connected intelligence, helping to improve the world we inhabit [27]. Hence, academic 6 G research is in search of technologies that greatly enhance what is offered by 5G. For instance, most researchers have addressed their efforts in technologies at the physical and architectural levels [28]. In this context, novel candidate physical layer technologies for 6G have emerged, such as User-centric cell-free Massive MIMO [29], [30], Holographic Radio MIMO [31], [32], and Reconfigurable Intelligent Surface (RIS) [33]. Specifically, RIS arises as an unconventional wireless technology paradigm that can intentionally control the reflection, scattering, and refraction characteristics of electromagnetic waves, i.e., controlling the wireless propagation medium. A typical RIS-based transmission consists of a large number of lowcost, passive elements on an RIS that reflect the arrived signals with an adjustable phase shift in order to increase the achievable rate at the desired receiver [34]. These unique RIS features can enhance incredibly security at the physical layer level for the next wireless networks. Therefore, a PLS study of RIS technology is definitely essential in the state-of-the-art.

### 1.1 RELATED WORK AND MOTIVATION

This section surveys several works concerning (i) PLS over fading channel models; (ii) sum of RVs; (iii) ratio of two generalized RVs, and (iv) secure wireless communications via RIS, that have been investigated and widely discussed in the literature.

### 1.1.1 Sum of Random Variables

In the literature, a plethora of work has been done for approximating the statistics (i.e., PDF and CDF) of the sum of RVs. The famous Nakagami in [35] proposed to approximate the sum of an arbitrary number of independent, identically distributed (i.i.d.) Nakagami-m RVs by using another Nakagami$m$ RV. Based on the results given in [35], the parameters of the approximate Nakagami- $m$ distribution for the sum of two identical and correlated Nakagami-m RVs were obtained in [36]. Authors of [37] presented a finite range multifold integral for PDF of the sum of i.i.d. Nakagami-m RVs, however, its performance in computational terms is as intense as the exact solution. An interesting approach for the evaluation of the CDF via Hermite numerical integration of the weighted sum of $M$ independent Rician and Nakagami-m envelopes with or without the presence of additive White Gaussian noise (AWGN) was presented in [38]. Then, a closed-form expression for the PDF, CDF, and MGF of $M$ Nakagami- $m$ vectors with uniform phases and a restricted $m$ to integers was derived in [39]. Exact infinite summations of hypergeometric functions and gamma for the distribution of the sum of i.i.d. Nakagami-m RVs was shown in [40], although their computation becomes intractable while the number of RVs increases. Aiming to evaluate the error-rate performance of EGC, an efficient approximation to the sum of correlated Nakagami- $m$ RVs with identical, integer-valued $m$-fading parameters was presented in [41]. In [42], a Gaussian complementary CDF was considered to approximate the sum of Rice RVs. In [43] and [44], closed-form approximations to the PDF of the sum of Rayleigh and Rice RVs were derived, based on a small-argument approximation and the modification of the sum distribution of squared Rice RVs, respectively. In [45]-[47], approximations to the sum of uncorrelated Weibull RVs were proposed to assess the performance of EGC, MRC, and Selection Combining (SC) systems. Several approximations based on the Moment Matching Method (MoM) are available in the literature. In the MoM, the approximate sum distribution parameters are calibrated by matching certain moments of the approximate model to those of the exact sum distribution. For instance, an improved approximation for the PDF of the sum of arbitrary number of independent but not identically distributed (i.n.i.d.) Nakagami-m RVs was derived in [48], [49]. Also via MoM, good approximations were obtained for sums of Weibull [50], Rice [51], Hoyt (Nakagami-q) [52], $\alpha-\mu$ [53], and generalized RVs [54]. Very recently, approximations for sums of Malaga and Fisher RVs were proposed in [55] and [56], respectively.

### 1.1.2 Ratio of Random Variables

Important applications, such as Cognitive Radio (CR), Full-Duplex (FD) relaying, and PLS, are obtained by the ratio of RVs. However, the statistics of the ratio of RVs has been little explored in the literature. Next, the most outstanding works on the ratio of two RVs are reviewed. Approaches concerning the statistics of the ratio between RVs with well-known distributions such as Gamma, Exponential, Weibull, Normal, and the most recent FTR model were presented in [57]-[61], where some application uses were also provided. Regarding generalized distributions, the statistics of the ratio of independent and arbitrary squared $\alpha-\mu \mathrm{RVs}$, via series representation, was proposed in [62]. Notwithstanding, in that work, the convergence of the power series was attained by making an strong assumption, more specifically: the values related to the non-linearity of the environment (i.e., to the $\alpha$ parameter, also referred as shape parameter) of each $\alpha-\mu \mathrm{RV}$ involved in the quotient must be co-prime integers. This fact hinders a more comprehensive insight into the performance analysis of different wireless communication systems. Furthermore, under the same constraint as in [62], the work in [63] provides closed-form expressions for the statistics of the ratio of products of an arbitrary number of independent and non-identically distributed $\alpha-\mu$ variates. Recently, the ratio of two generalized RVs was proposed in [64].

### 1.1.3 Physical layer security over fading channel models

The famous Shannon introduced the first PLS notions from an information-theoretical perspective in his seminal work in [65]. Later, the well-known wiretap channel was proposed by Wyner in [66]. In such a work, Wyner showed that information could be safely transmitted when the wiretap channel is a degraded version (much noisier) of the legitimate link. Subsequently, Wyner's results were extended for the broadcast channel in [67] and for the Gaussian channel in [68]. In the latter work, the secrecy capacity was defined as the difference between the capabilities of the legitimate channel and the wiretap channel. Hence, secure wireless transmissions are possible if and only if the main channel's quality is better than that of the eavesdropper channel. In the last years, works in [67] and [68] have inspired an important amount of recent research activities to explore PLS over different fading channel models. For instance, the first works on PLS performance for conventional Rayleigh fading with SISO-single eavesdropper (also known as SISO-SE channels) were studied in [69], [70]. Next, the probability of strictly positive secrecy capacity (SPSC) was explored for independent log-normal fading channels by assuming single eavesdropper with single antenna devices. SPSC formulations for Rician and Weibull SISO-SE fading channels were investigated in [71] and [72], respectively. The SOP behavior under Nakagami-m SISO-SE channels was reported in [73]. Subsequently, the secrecy performance by assuming mixed fading channels for the legitimate/eavesdropper paths was derived for Rician/Rayleigh [74], and Rician/Nagami-m [75]. From a PLS perspective, secure wireless communications over generalized SISO-SE fading channels have been widely investigated for
$\alpha-\mu$ [76]-[78] , Fluctuating Beckmann [79], Generalized- $K$ [80], Fisher-Snedecor $\mathcal{F}$ [81], $\kappa-\mu$ [82], $\alpha-\kappa-\mu, \alpha-\eta-\mu[83], \alpha-\eta-\kappa-\mu$ [84] models. For the specific case of ray-based fading channels, which accommodate very well to propagation conditions encountered in the mm-Wave, few results are available in the literature. In particular, only two specular components (i.e., TWDP and FTR models) were considered for the secrecy performance analysis in [85], [86]. Very recently, in [87], the authors studied the effect on PLS when considering a finite number of scattering waves in the NWDP fading channel model. However, an exhaustive PLS study that considers (i) an arbitrary number of dominant specular components and (ii) sufficiently large diffuse propagating waves for the NWDP model is an appealing research topic in the state-of-the-art.

MIMO wireless systems are conceived to increase reliability or to achieve high data rates. From a secrecy point of view, MIMO set-ups allow enhancing PLS performance by exploiting the multi-antenna diversity at the legitimate nodes. In this context, PLS has gained considerable attention for MIMO wiretap channels in the last years. Key concepts concerning the generalization of the wiretap channels to MIMO systems were investigated in [88], [89]. These pioneering works have motivated various research efforts to improve the secrecy performance in different MIMO topologies. For instance, the utilization of artificial noise (AN) has been proposed to enhance the secrecy performance of MIMO networks [90]. Moreover, the impact of cooperative communications on the secrecy capacity of MIMO wiretap systems were studied in [91], [92]. In [93], the authors focused on the secrecy performance of cognitive MIMO relaying networks. In order to achieve higher secrecy capacities, different beamforming schemes were considered in [94]-[96]. Nevertheless, beamforming-based methods require as many radio-frequency (RF) chains as antenna ports, as well as the use of advanced signal processing algorithms to accurately estimate the channel state information (CSI). These approaches require a high computational demand, which may be infeasible for resource-constrained devices. Alternatively, as optimal antenna selection at the transmitter side only requires a single RF chain compared to classical beamforming schemes [97], Transmit Antenna Selection (TAS) has been adopted to enhance secrecy performance at low-cost and complexity. Therefore, several works have focused on the advantages of TAS in the context of PLS [23], [98]. In those works, PLS metrics were investigated in the combined use of TAS and maximal ratio combining (MRC) receivers affected by Rayleigh and Nakagami- $m$ fading, respectively. Recently, the secrecy performance in MIMO wiretap channels has been analyzed over generalized fading conditions (i.e., $\alpha-\mu$ [99] and $\eta-\mu[100]$ fading models). However, the fading channels considered in the works mentioned above are sometimes inaccurate to characterize the propagation medium in emerging practical scenarios for $5 G$ [101]. As pointed out above, generalized and versatile channel models, such as the TWDP, FTR, NWDP, $\kappa-\mu$ shadowed have been proposed to circumvent this issue. Hence, PLS research under generalized fading conditions in scenarios where all nodes have multiple antennas is definitely crucial in the literature.

### 1.1.4 Physical layer security via Reconfigurable Intelligent Sur-

## faces

Very recently, RIS has drawn full attention for ensuring secure wireless communications in a low complexity manner. Therefore, several researchers have addressed their efforts to investigate PLS on RIS-aided wireless communications systems. Because of the rather complex nature of the RIS composite fading model, the analytical characterization of PLS performance metrics is utterly unfeasible and most works often resort to optimization techniques to maximize the secrecy rate metric [102][105]. In such works, the authors maximize the secrecy rate by jointly optimizing the beamformers at the transmitter and the reflecting coefficients at the RIS. Initial results on RIS-aided secure wireless systems with multiple legitimate nodes and multiple eavesdroppers were provided in [106] and [107], respectively. Again, in these works, alternative optimization techniques were used to tackle the non-convexity of the formulated problems. Other existing studies on secrecy RIS include secure wireless communications exploiting deep reinforcement learning [108], secrecy rate maximization for RIS-aided communications [109], programmable wireless environment for PLS [110], and artificial noise to enhance the secrecy rate for RIS-assisted systems [111]. All the works cited above consider only the secrecy rate as a performance metric in their reports. Nevertheless, the SOP is a more suitable metric for practical scenarios since, in this secrecy metric, the Eavesdropper's CSI is not available at the transmitter. In this setup, the eavesdropper intercepts messages and does not communicate with other users on the network. The authors in [112] studied the SOP performance of the RIS-aided wireless communication system, where perfect knowledge of the channel phases is assumed at the RIS. Based on this fact, an in-depth study of different secrecy metrics for RIS-aided communications with more realistic assumptions is an open research topic in the literature.

### 1.2 HYPOTHESIS

This research work hypothesizes that, integrating enabling 5G and post-5G technologies (e.g., MIMO, RIS) with physical layer security techniques would allow improving the information security of upcoming wireless networks under realistic propagation conditions.

### 1.3 MAIN AND SUPPLEMENTARY OBJECTIVES

### 1.3.1 Main Objective

According to the previous statement, the main objective of this research work is:

> "To assess the secrecy performance of adversary wireless scenarios empowered by next-generation technologies, through physical layer security techniques assuming generalized fading conditions".

### 1.3.2 Supplementary Objectives

The asserted in the main objective is achieved, through the development of the following points:

- To propose a novel methodology for approximating the chief statistics (e.g., PDF, CDF and MGF) of the sum of RV taken from generalized fading models.
- To formalize a pioneering methodology for approximating the chief statistics of the ratio of RV taken from $\alpha-\mu$ distributions.
- To model and analyze the performance of physical layer security of MIMO-and SISO-system over generalized fading channels.
- To derive exact, approximate, or asymptotic analytical expressions for the secrecy performance metrics related to the physical layer by assuming realistic propagation conditions.
- To obtain from the exact/asymptotic secrecy metric expressions, easy-to-use security criteria for forthcoming communications networks over generalized fading channels.
- To propose a methodology for characterizing the RIS end-to-end equivalent channel using traditional approximation approaches (e.g., MoM and CLT).
- To compare the secrecy performance of the derived analytical expressions concerning $(i)$ the results obtained through simulations of 5 G and post-5G communication systems using the Monte Carlo method; (ii) other approaches reported in the literature.


### 1.4 SUMMARY OF CONTRIBUTIONS

The major contributions of this thesis are fourfold: 1) First, the PDF for the sum of Nakagami-m RVs is derived in terms of o the Nakagami-m mixture model (NMM). In that case, the parameters of the approximate distribution are estimated by using an expectation-maximization (EM) algorithm; 2) The PDF, CDF, and MGF of the ratio of two RVs taken from the $\alpha-\mu$ distribution is derived in exact closedfashion in terms of the univariate Fox H-function; 3) Secrecy performance metrics, namely, SOP, ASC, Asymptotic SOP, Asymptotic ASC are derived in closed-form expressions over i) NWDP SISO wiretap channels, and i) $\kappa-\mu$ shadowed MIMO wiretap channels; and 4) Closed-form analytical expressions for the average secrecy rate (ASR) and the SOP of an RIS-aided wireless communication system in the presence of an eavesdropping user are also derived in terms of well-known functions in the communication theory.

### 1.4.1 Thesis Outline

This thesis is organized as follows:

Chapter 2 provides some fundamental concepts concerning PLS. Here, the secrecy metrics most used by researchers as design criteria in order to describe adversary scenarios' security level are reviewed. Specifically, the secrecy capacity, SOP, ASC, Asymptotic SOP, and Asymptotic ASC are reviewed. Furthermore, the generalized fading channel models NWDP and $\kappa-\mu$ shadowed are revisited. Finally, the basic working principles of the diversity combining techniques on both the transmitter (e.g., TAS) and the receiver (e.g., MRC and EGC) to mitigate fading effects are also described.

Chapter 3 presents an accurate approximation for the exact sum PDF of Nakagami-m RVs using a mixture of two Nakagami RVs. In such approximation, the approximate distribution's parameters are calibrated via the EM algorithm. An application example regarding the sum of RVs is also presented. Specifically, an analytical formulation of the Average Bit Error Probability (ABEP) of multibranch EGC receivers is obtained. Furthermore, a novel approach named the "asymptotic matching" method to approximate sums of independent channel envelopes that follow generalized fading models is introduced. Based on the asymptotic matching, an approximate expression for the sum of $\kappa-\mu \mathrm{RVs}$ is derived by matching its asymptotic behavior around zero to that of the exact solution. Next, novel closed-form expressions for the PDF, CDF, and MGF of the ratio of two RVs taken from $\alpha-\mu$ distribution in terms of the single Fox H -function as well as in terms of simple infinite series are developed. An application example in PLS over $\alpha-\mu$ RVs is used to demonstrate the obtained expressions' usefulness.

Chapter 4 analyzes the PLS performance over NWDP SISO wiretap fading channels. In particular, novel closed-form fashions for the SOP, Asymptotic SOP, ASC, and Asymptotic are derived in terms of well-known functions in the communication theory literature. Such analytical expressions have comparable complexity to those obtained in approximate form for the simplified case of the TWDP fading channel model.

Chapter 5 provides new equivalent forms of $\kappa-\mu$ shadowed CDFs, which are very helpful to derive either the maximum or minimum of i.i.d. $\kappa-\mu$ shadowed RVs. Based on these results, secrecy expressions are developed in a TAS/MRC configuration under $\kappa-\mu$ shadowed fading. Specifically, exact closed-form formulations for the SOP and ASC are derived. Also, simple asymptotic expressions for the SOP and the ASC in the high Signal-to-Noise Ratio (SNR) regime are obtained.

Chapter 6 investigates the secrecy performance of RIS-assisted wireless communications with imperfect phase estimation. Novel closed-form formulations for both the SOP and ASR are obtained by leveraging recent formulations of the RIS composite fading channel as an equivalent scalar channel. Analytical asymptotic expressions for the SOP and ASR in the high SNR region are also derived

Chapter 7 provides the main conclusions and indicates opportunities for future research topics.
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## 2 PRELIMINARIES

This chapter reviews several key notions concerning 1) PLS; 2) fading channels models; 3) diversity combining techniques; and 4) RIS-aided wireless systems, which will serve as background to understand the results obtained in this thesis.

### 2.1 FUNDAMENTALS OF PHYSICAL LAYER SECURITY

In this section, the essential concepts to understand PLS in wireless communications systems are introduced.

### 2.1.1 General System Model

As introduced in Wyner's work [66], the wiretap channel consists of three nodes, as illustrated in Fig. 2.1.


Figure 2.1: The wiretap model with two legitimate nodes and an eavesdropper, based on [66]

The first node is the legitimate transmitter (also known as Alice in network security jargon), the second node is the intended receiver (also known as Bob), and the third node is the eavesdropper (also known as Eve). The channel between Alice and Bob (i.e., $h_{\mathrm{AB}}$ ) is known as the legitimate channel, while the channel between Alice and Eve is named the wiretap channel (also known as Eavesdropper channel, i.e., $h_{\mathrm{AE}}$ ). In this setup, Alice transmits confidential information to Bob, while

Eve receives the signal and intends to decode it. Therefore, Alice's goal is to use a transmission approach that can deliver the secret information to Bob while making sure that Eve cannot intercept the transmitted data. Under basic SISO wiretap channel configuration, the received signals at both Bob and Eve are given by [66]

$$
\begin{equation*}
y_{i}=\sqrt{P} h_{\mathrm{A} i} x+n_{i}, \tag{2.1}
\end{equation*}
$$

where $P$ is the transmit power at Alice, and $h_{\mathrm{A} i}$ with $i \in\{\mathrm{~B}, \mathrm{E}\}$ denotes the channel coefficients for either the main channel or the eavesdropper channel, respectively. Also, $n_{\mathrm{B}}$ and $n_{\mathrm{E}}$ are additive white complex Gaussian noise at the receivers with zero mean and variance $\sigma_{i}^{2}$. From (2.1), the corresponding instantaneous SNRs at the receivers can be expressed as

$$
\begin{equation*}
\gamma_{i}=\frac{P\left|h_{\mathrm{A} i}\right|^{2}}{\sigma_{i}^{2}} \tag{2.2}
\end{equation*}
$$

In order to attain secrecy in wireless systems, PLS uses signal processing techniques designed to take advantage of specific features of the channel, including fading, noise, interference, among others [24]. Another relevant factor to take into account in the wiretap channel (see, Fig. 2.1) is the availability of CSI in all the nodes (i.e., Alice, Bob, and Eve). CSI can vary from complete, partial to even null at the nodes. From a secrecy perspective, CSI is of paramount importance because, based on its knowledge, the transmitter can decide whether or not to transmit and at which rate [113]. Thus, this fact will lead to achieving remarkable improvement in the SOP. However, in practice, all nodes can only obtain some kind of information about the channel between them and the other nodes. Alice is generally considered to know Bob's CSI but not Eve's CSI. This is because Eve is typically passive (i.e., Eve monitors the network, intercepts messages, and does not communicate with other users in the network). Furthermore, there are scenarios in which Eve is active and performs some of the following actions: intentional interference (also known as jamming), adulteration and modification, or denial of service [114]. At this point, it is worth mentioning that in our PLS analysis over generalized fading channels, this research focuses on practical adversary scenarios, i.e., passive attacks.

### 2.1.2 Secrecy Metrics

Here, the most frequently used secrecy performance metrics in the state-of-the-art are revisited. A good understanding of such metrics will facilitate understanding of the contributions addressed in the following chapters.

### 2.1.2.1 Secrecy Capacity

The secrecy capacity, $C_{\mathrm{S}}$, for a wiretap wireless channel is the most used metric in PLS evaluation. $C_{\mathrm{S}}$ is defined as the capacity difference between the main and wiretap channels. Mathematically, it
defines the maximum secret rate at which the secret message reliably recovers at transmitter while remaining unrecoverable at Eve [115]. Therefore, the $C_{\mathrm{S}}$ in a quasi-static fading channel case is formulated as in [66] by

$$
\begin{align*}
C_{\mathrm{S}} & =\max \left\{C_{\mathrm{B}}-C_{\mathrm{E}}, 0\right\} \\
& =\max \left\{\mathrm{W} \log _{2}\left(1+\gamma_{\mathrm{B}}\right)-\mathrm{W} \log _{2}\left(1+\gamma_{\mathrm{E}}\right), 0\right\} \tag{2.3}
\end{align*}
$$

where $\gamma_{i}$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$ is the instantaneous SNR at the receivers given by (2.2), and $C_{\mathrm{B}}$ and $C_{\mathrm{E}}$ are the capacities of the main and wiretap channels, respectively. Without loss of generality, it is considered a normalized bandwidth of $\mathrm{W}=1$ in the capacity formulations mentioned above. Under this scenario, it is possible to attain secure transmissions only if the legitimate link has a better SNR than the eavesdropper link, i.e., [66]

$$
C_{\mathrm{S}}= \begin{cases}\log _{2}\left(\frac{1+\gamma_{\mathrm{B}}}{1+\gamma_{\mathrm{E}}}\right), & \text { if } \gamma_{\mathrm{B}}>\gamma_{\mathrm{E}}  \tag{2.4}\\ 0, & \text { if } \gamma_{\mathrm{B}} \leq \gamma_{\mathrm{E}}\end{cases}
$$

Here, it is worth mentioning that the $C_{\mathrm{S}}$ is widely extended by researchers to compute the SOP [70], which is describer below.

### 2.1.2.2 Secrecy Outage Probability

The SOP is defined as the probability that the secrecy capacity falls below a secrecy rate threshold $R_{\mathrm{S}}$. In other words, when the current $C_{\mathrm{S}}$ is not more than $R_{\mathrm{S}}$, the secrecy outage occurs, i.e., $R_{\mathrm{S}}>C_{\mathrm{S}}$. This means that the current secrecy rate cannot guarantee the security requirements. On the other hand, in those instants on which $R_{\mathrm{S}} \leq C_{\mathrm{S}}$, secrecy is achieved. This metric is commonly used with silent eavesdroppers, whose CSIs are not available at the source. Therefore, the source decides whether or not to transmit based on the information about the receiver's CSI. In practice, this setup is associated with a passive eavesdropping scenario. According to [116], the exact SOP can be formulated as

$$
\begin{align*}
\mathrm{SOP} & =\operatorname{Pr}\left\{C_{\mathrm{S}}\left(\gamma_{\mathrm{B}}, \gamma_{\mathrm{E}}\right)<R_{\mathrm{S}}\right\} \\
& =\operatorname{Pr}\left\{\left(\frac{1+\gamma_{\mathrm{B}}}{1+\gamma_{\mathrm{E}}}\right)<2^{R_{\mathrm{S}}} \triangleq \tau\right\} \\
& =\operatorname{Pr}\left\{\gamma_{\mathrm{B}}<\tau \gamma_{\mathrm{E}}+\tau-1\right\} \\
& =\int_{0}^{\infty} F_{\gamma_{\mathrm{B}}}\left(\tau \gamma_{\mathrm{E}}+\tau-1\right) f_{\gamma_{\mathrm{E}}}\left(\gamma_{\mathrm{E}}\right) d \gamma_{\mathrm{E}} . \tag{2.5}
\end{align*}
$$

Note that the SOP is a useful performance metric for measuring information leakage. Due to the mathematical complexity of (2.5) when dealing with generalized fading channels, a high SNR ap-
proximation of the SOP defined as $\mathrm{SOP}_{\mathrm{A}}$ can be obtained from (2.5) as [99]

$$
\begin{align*}
\mathrm{SOP}_{\mathrm{A}} & =\operatorname{Pr}\left\{\frac{\gamma_{\mathrm{B}}}{\gamma_{\mathrm{E}}}<\tau\right\} \\
& =\operatorname{Pr}\left\{\gamma_{\mathrm{B}}<\tau \gamma_{\mathrm{E}}\right\} \\
& =\int_{0}^{\infty} F_{\gamma_{\mathrm{B}}}\left(\tau \gamma_{\mathrm{E}}\right) f_{\gamma_{\mathrm{E}}}\left(\gamma_{\mathrm{E}}\right) d \gamma_{\mathrm{E}} . \tag{2.6}
\end{align*}
$$

It is worth highlighting that PLS research over different types of fading channels focuses on the computation of (2.6) due to its simpler mathematical tractability with respect to the exact formulation in (2.5). Furthermore, SOP $_{\mathrm{A}}$ is well-known as the ratio of two random variables, namely: $\gamma_{\mathrm{B}}$ and $\gamma_{\mathrm{E}}$, which can follow any fading distribution. Based on this fact, one contribution of this thesis is the derivation of mathematical analytical expression of the ratio of two random variables, which follow $\alpha-\mu$ fading channels.

### 2.1.2.3 Asymptotic Secrecy Outage Probability

This metric is widely used to gain insights into the impact of the fading parameters on the secrecy performance in wiretap channels. The asymptotic measure investigates the behavior of the SOP at high SNR regime. Generally, for the asymptotic analysis, two scenarios are considered: $(i)$ the average received SNRs at both the legitimate and the eavesdropper sides go to infinity, i.e., $\bar{\gamma}_{\mathrm{B}} \rightarrow$ $\infty, \bar{\gamma}_{\mathrm{E}} \rightarrow \infty$, while the ratio between these SNRs, i.e., $\bar{\gamma}_{\mathrm{B}} / \bar{\gamma}_{\mathrm{E}}$ is kept unchanged. This scenario corresponds to the case when both the legitimate destination and the eavesdropper are close to the source; (ii) only the average received SNR at the legitimate destination goes to infinity, i.e., $\bar{\gamma}_{\mathrm{B}} \rightarrow \infty$ while $\bar{\gamma}_{\mathrm{E}}$ is kept fixed. Here, this scenario corresponds to the case where the legitimate entity is very close to the source and the eavesdropper is located far away. The goal in the asymptotic analysis is to find an asymptotic SOP expression in the form [117]

$$
\begin{equation*}
\mathrm{SOP}^{\infty} \simeq \mathrm{G}_{c} \bar{\gamma}_{\mathrm{B}}^{-\mathrm{G}_{d}} \tag{2.7}
\end{equation*}
$$

where $\mathrm{G}_{c}$ and $\mathrm{G}_{d}$ represent the secrecy array gain and the secrecy diversity order/gain. It is worth mentioning that a challenging task is to derive asymptotic SOP expressions for the generalized fading channels (e.g., $\kappa-\mu$ shadowed, and purely ray-based models).

### 2.1.2.4 Average Secrecy Capacity

When dealing with active eavesdropping scenarios, where the CSIs of both main and eavesdropper channels are available at the source, the ASC is the most common secrecy metric used to evaluate secrecy performance in wireless communications systems. Unlike the passive eavesdropping scenario, in active eavesdropping case, Alice can now adapt her transmission rate according to any
achievable secrecy rate $R_{\mathrm{S}}$ such that $R_{\mathrm{S}} \leq C_{\mathrm{S}}$. Then, the maximum achievable secrecy rate occurs when $R_{\mathrm{S}}=C_{\mathrm{S}}$. According to [70], the ASC, $\bar{C}_{\mathrm{S}}$, is defined as the average of the secrecy rate over the instantaneous SNR of the main and eavesdropper channels. For mathematical convenience, throughout this thesis, it is used the formulation of $\bar{C}_{S}$ proposed in [99, Proposition 3], so it follows that

$$
\begin{equation*}
\bar{C}_{\mathrm{S}}=\bar{C}_{\mathrm{B}}-\mathcal{L}\left(\bar{\gamma}_{\mathrm{B}}, \bar{\gamma}_{\mathrm{E}}\right), \tag{2.8}
\end{equation*}
$$

where $\bar{C}_{\mathrm{B}}$ is the average capacity of the main link in the absence of an eavesdropper, given by [99]

$$
\begin{equation*}
\bar{C}_{\mathrm{B}}=\frac{1}{\ln 2} \int_{0}^{\infty} \frac{1-F_{\gamma_{\mathrm{B}}}\left(\gamma_{\mathrm{E}}\right)}{1+\gamma_{\mathrm{E}}} d \gamma_{\mathrm{E}} \tag{2.9}
\end{equation*}
$$

or

$$
\begin{equation*}
\bar{C}_{\mathrm{B}}=\frac{1}{\ln 2} \int_{0}^{\infty} \ln \left(1+\gamma_{\mathrm{E}}\right) f_{\gamma_{\mathrm{B}}}\left(\gamma_{\mathrm{E}}\right) d \gamma_{\mathrm{E}} . \tag{2.10}
\end{equation*}
$$

It is worthwhile to mention that the formulations in (2.9), and (2.10) can be used to computed the average secrecy capacity of the eavesdropper link, i.e., $\bar{C}_{\mathrm{E}}$ by replacing the corresponding PDF y CDF distributions of the eavesdropper channel. The $\mathcal{L}\left(\bar{\gamma}_{\mathrm{B}}, \bar{\gamma}_{\mathrm{E}}\right)$ term can be interpreted as an ASC loss, defined as [99]

$$
\begin{equation*}
\mathcal{L}\left(\bar{\gamma}_{\mathrm{B}}, \bar{\gamma}_{\mathrm{E}}\right)=\frac{1}{\ln 2} \int_{0}^{\infty} \frac{\bar{F}_{\gamma_{\mathrm{E}}}\left(\gamma_{\mathrm{E}}\right) \bar{F}_{\gamma_{\mathrm{B}}}\left(\gamma_{\mathrm{E}}\right)}{1+\gamma_{\mathrm{E}}} d \gamma_{\mathrm{E}} \geq 0, \tag{2.11}
\end{equation*}
$$

in which $\bar{F}_{\gamma_{\mathrm{B}}}$ and $\bar{F}_{\gamma_{\mathrm{E}}}$ denote the complementary CDF (CCDF) of the RVs $\gamma_{\mathrm{B}}$, and $\gamma_{\mathrm{E}}$, respectively.

### 2.1.2.5 Asymptotic Average Secrecy Capacity

This metric examines the behavior of the ASC in the high-SNR region. As in the Asymptotic SOP case, two scenarios can be studied $(i)$ both $\bar{\gamma}_{\mathrm{B}}$ and $\bar{\gamma}_{\mathrm{E}}$ go to infinity, while the ratio between these SNRs is kept unchanged; $\left(\right.$ (ii) $\bar{\gamma}_{\mathrm{B}} \rightarrow \infty$ while $\bar{\gamma}_{\mathrm{E}}$ is kept fixed. The latter case is the most used in the literature due to is helpful to understand the system behavior when the legitimate link quality is much better than the eavesdropper's link quality. Based on this, the exact asymptotic expression of the ASC can be formulated as [99]

$$
\begin{equation*}
\bar{C}_{\mathrm{S}}^{\infty} \simeq \bar{C}_{\mathrm{B}}^{\bar{\gamma}_{\mathrm{B}} \rightarrow \infty}-\bar{C}_{\mathrm{E}} \tag{2.12}
\end{equation*}
$$

where $\bar{C}_{\mathrm{E}}$ is calculated by (2.9) or (2.10) with the respective substitutions. It is appropriate to mention that an accurate approximation of $\bar{C}_{\mathrm{S}}^{\infty}$ in the high-SNR regime can be expressed in the form [118]

$$
\begin{equation*}
\bar{C}_{\mathrm{B}}^{\bar{\gamma}_{\mathrm{B}} \rightarrow \infty} \approx \log _{2}\left(\bar{\gamma}_{\mathrm{T}}\right)-t \tag{2.13}
\end{equation*}
$$

where $\bar{\gamma}_{\mathrm{T}}$ is the total average SNR at the receiver side, and $t$ denotes the capacity loss, which is given by [118]

$$
\begin{equation*}
t=-\left.\log _{2}(e) \frac{d \mathcal{M}(g)}{d g}\right|_{g=0} \tag{2.14}
\end{equation*}
$$

where $\mathcal{M}(g)$ denotes the normalized moments of the $\mathrm{RV} \gamma_{\mathrm{B}}$ given by [118]

$$
\begin{equation*}
\mathcal{M}(g) \triangleq \frac{\mathbb{E}\left[\gamma_{\mathrm{B}}^{g}\right]}{\bar{\gamma}_{\mathrm{B}}^{g}} . \tag{2.15}
\end{equation*}
$$

All these secrecy metrics will be used in the secrecy performance analysis over generalized fading channels subsequently.

### 2.2 FADING CHANNEL MODELS OVERVIEW

Due to the several uncertainties in the wireless environment, it is convenient to statistically model the channel with fading distributions. In the basic SISO setup, the received signal arises as a constructive or destructive combination of randomly delayed, reflected, scattered, and diffracted multipath waves. This fading type is well-known as fast fading and is responsible for rapidly-varying fluctuations in the received signal. Based on the multipath propagation, the complex base-band signal can be expressed as [17]

$$
\begin{equation*}
\widetilde{V}=R \exp (\mathrm{j} \theta)=\sum_{i=1}^{M} V_{i} \exp \left(\mathrm{j} \theta_{i}\right), \tag{2.16}
\end{equation*}
$$

where $M$ is the number of the multipath waves, $R$ and $\theta$ denotes the the magnitude and phase of $\widetilde{V}$, respectively, $V_{i} \exp \left(\mathrm{j} \theta_{i}\right)$ represents the $i$-th component having an amplitude $V_{i}$ and random phase $\theta_{i}$. Depending on the wireless propagation medium's nature, different fading distributions have been proposed in the literature to describe the signal envelope's statistical behavior. In the next section, the most widely used fading channels to describe the statistical behavior of the received signal amplitude, i.e., $R=\|\widetilde{V}\|$ are reviewed. Specifically, both the classical and the generalized fading channels are addressed. Finally, it is worth mentioning that all the system models consider only flat-fading to characterize the fading effects on narrowband wireless communications.

### 2.2.1 Classical fading models

When a sufficiently large $M$ is assumed in (2.16), the base-band voltage, $\widetilde{V}$, can be regarded as a complex Gaussian RV by virtue of the CLT [119, Sec. 27]. Different classical fading models can be built depending on the choice of the complex Gaussian RV's parameters, i.e., the mean and variance of the in-phase and quadrature components. Based on this fact, the literature's most commonly used conventional fading channel models are described in the following.

### 2.2.1.1 Rayleigh Fading Model

The Rayleigh model considers that the multipath waves in (2.16) have constant amplitude and independent phases which are uniformly distributed into the interval $[-\pi, \pi)$. Under the CLT assumption, the received signal envelope $R$ is characterized as a zero mean circularly-symmetric complex Gaussian RV by [120]

$$
\begin{equation*}
R=\|\sigma X+\mathrm{j} \sigma Y\| \tag{2.17}
\end{equation*}
$$

where $X$ and $Y$ are independent Gaussian RVs, i.e., $X, Y \sim \mathcal{N}(0,1)$, and $\sigma^{2} \in \mathbb{R}^{+}$denotes the variance of both in-phase and quadrature components of the complex Gaussian RV. From [120], the PDF and CDF of the channel fading amplitude $R$ are distributed according to

$$
\begin{align*}
& f_{R}(r)=\frac{2 r}{\Omega} \exp \left(-\frac{r^{2}}{\Omega}\right)  \tag{2.18}\\
& F_{R}(r)=1-\exp \left(-\frac{r^{2}}{\Omega}\right), \tag{2.19}
\end{align*}
$$

where $\Omega=\mathbb{E}\left[R^{2}\right]=2 \sigma^{2}$ is the average received power determined by the path loss and shadowing phenomenon. The Rayleigh distribution is widely used for NLoS scenarios. Furthermore, due to the mathematical simplicity of (2.18), several theoretical research on wireless communications have been investigated under the assumption of i.i.d. Rayleigh fading.

### 2.2.1.2 Rician Fading Model

In contrast to the Rayleigh model, if there is a strong LoS path, the Gaussian RV complex's real and imaginary parts no longer have mean of zero. Again, based on CLT, the received signal $R$ in (2.16) is model as nonzero mean circularly-symmetric complex Gaussian RV by [120]

$$
\begin{equation*}
R=\|\sigma X+p+\mathrm{j}(\sigma Y+q)\| \tag{2.20}
\end{equation*}
$$

in which $X, Y \sim \mathcal{N}(0,1)$, and $\sigma^{2} \in \mathbb{R}^{+}$denotes the variance of both in-phase and quadrature components of the complex Gaussian RV. Also, $p$ and $q \in \mathbb{R}^{+}$are the mean values of the in-phase and quadrature components, respectively. From [121], the amplitude of the received signal of (2.20) is a Rician distribution with PDF and CDF given by

$$
\begin{gather*}
f_{R}(r)=\frac{2 r(1+K)}{\Omega} \exp \left(-K-\frac{r^{2}(1+K)}{\Omega}\right) I_{0}\left(2 r \sqrt{\frac{K(1+K)}{\Omega}}\right)  \tag{2.21}\\
F_{R}(r)=1-\mathbb{Q}_{1}\left(\sqrt{2 K}, r \sqrt{\frac{2(1+K)}{\Omega}}\right) \tag{2.22}
\end{gather*}
$$

where $\Omega=\mathbb{E}\left[R^{2}\right]=p^{2}+q^{2}+2 \sigma^{2}$ is the mean received power, and $K=\left(p^{2}+q^{2}\right) /\left(2 \sigma^{2}\right)$ is the Rician factor which denotes the ratio between the power of the dominant component and the power of the scattering waves. For $K=0,(2.21)$ reduces to the Rayleigh distribution.

### 2.2.1.3 Nakagami $-m$ Fading Model

Nakagami fading model was proposed in [35] as a natural generalization of Rayleigh distribution to improve the fitting of experimental measurements for different propagation conditions. The received signal envelope, $R$, can be formulated from the same underlying complex Gaussian model than the previous fading distributions as [35]

$$
\begin{equation*}
R=\sqrt{\sum_{i=1}^{m}\left\|\sigma X_{i}+\mathrm{j} \sigma Y_{i}\right\|^{2}} \tag{2.23}
\end{equation*}
$$

where $m \in \mathbb{N}^{+}$is the fading severity parameter, $X_{i}, Y_{i} \forall i$ are independent Gaussian RVs, i.e., $X_{i}, Y_{i} \sim$ $\mathcal{N}(0,1)$, and $\sigma^{2} \in \mathbb{R}^{+}$denotes the variance of both in-phase and quadrature components of the complex Gaussian RV of cluster $i$. From [35], the PDF and CDF of the received signal envelope, $R$, are given by

$$
\begin{gather*}
f_{R}(r)=\frac{2 m^{m} r^{2 m-1}}{\Gamma(m) \Omega^{m}} \exp \left(-\frac{m r^{2}}{\Omega}\right)  \tag{2.24}\\
F_{R}(r)=\frac{\Upsilon\left(m, \frac{m r^{2}}{\Omega}\right)}{\Gamma(m)} \tag{2.25}
\end{gather*}
$$

where $\Omega=\mathbb{E}\left[R^{2}\right]$ is the mean received power, and $m=\Omega^{2} / \mathbb{V}\left[R^{2}\right] \geq 1 / 2$. Note that, the PDF and CDF given in (2.24) and (2.25) respectively, are valid for $m \in \mathbb{R}^{+}$. Moreover, for $m=1$, (2.24) reduces to the Rayleigh PDF. An important remark is that the Nakagami- $m$ distribution is often used to approximate the Rician distribution by properly mapping the Rician factor $K$ as $m=(1+K)^{2} /(1+2 K)$. Such approximation dates back from the original paper by Nakagami [35], and has been largely used in communication theory for decades. Even though such approximation is rather popular, it has important limitations when it comes to approximating the asymptotic behavior in outage-related metrics [122].

### 2.2.2 Generalized fading models

As mentioned early, in order to gain more degrees of freedom (i.e., more flexibility) when attempting to model fading conditions in more intricate environment (e.g., mm-Wave scenarios in 5G), several fading channels models have been proposed in the literature in the last years. Such generalized fading models not only provide an accurate fit with the field measurements in emerging 5G scenarios, but they also encompass distinct classical fading distributions. Next, two general distributions, as well as their connections to other popular fading models are described.

### 2.2.2.1 $\quad$ The $\alpha-\mu$ Fading Model

The $\alpha-\mu$ fading distribution was proposed in [123], and its applicability has been tested in various practical scenarios. For instance, field measurements of diverse propagation environments investigated in [124]-[126] have shown that the $\alpha-\mu$ distribution suits better statistical variations of the propagated signal than the commonly used fading models. In the $\alpha-\mu$ model, the received signal envelope includes an arbitrary number, $\mu$, of multipath components and is observed as a nonlinear function of the modulus of the sum of such components. Assuming that the nonlinearity term is expressed in the form of a power parameter, $\alpha>0$, so that the resulting envelope $R$ is given by [123]

$$
\begin{equation*}
R=\sqrt[\alpha]{\sum_{i=1}^{\mu}\left\|\sigma X_{i}+\mathrm{j} \sigma Y_{i}\right\|^{2}} \tag{2.26}
\end{equation*}
$$

where $X_{i}, Y_{i} \forall i$ are independent Gaussian RVs, i.e., $X_{i}, Y_{i} \sim \mathcal{N}(0,1)$, and $\sigma^{2} \in \mathbb{R}^{+}$denotes the variance of both in-phase and quadrature components of the multipath waves of cluster $i$. From, [123], the corresponding PDF and CDF of $R$ are expressed as

$$
\begin{gather*}
f_{R}(r)=\frac{\alpha \mu^{\mu} r^{\alpha \mu-1}}{\Gamma(\mu) \Omega^{\mu}} \exp \left(-\frac{\mu r^{\alpha}}{\Omega}\right)  \tag{2.27}\\
F_{R}(r)=\frac{\Upsilon\left(\mu, \frac{\mu r^{\alpha}}{\Omega}\right)}{\Gamma(\mu)} \tag{2.28}
\end{gather*}
$$

where $\Omega=\mathbb{E}\left[R^{\alpha}\right]$ is a scale parameter, and $\mu=\mathbb{E}^{2}\left[R^{\alpha}\right] / \mathbb{V}\left[R^{\alpha}\right]$. In particular, for $\mu=1$, (2.27) reduces to the Weibull PDF and, for $\alpha=2$, to the Nakagami- $m$ PDF.

### 2.2.2.2 The $\kappa-\mu$ Fading Model

The $\kappa-\mu$ model arises as a natural generalization of the Rician distribution. In such a model, the clusters of the received signal envelope are composed of both scattered and LoS waves. The LoS components' power is assumed to be different in each cluster, but the scattered waves of all clusters have the same power. Therefore, the received signal amplitude $R$ is given by [127]

$$
\begin{equation*}
R=\sqrt{\sum_{i=1}^{\mu}\left\|\sigma X_{i}+p_{i}+\mathrm{j}\left(\sigma Y_{i}+q_{i}\right)\right\|^{2}} \tag{2.29}
\end{equation*}
$$

where $X_{i}, Y_{i} \forall i$ are independent Gaussian RVs, i.e., $X_{i}, Y_{i} \sim \mathcal{N}(0,1), \sigma^{2} \in \mathbb{R}^{+}$denotes the variance of both in-phase and quadrature components of the multipath waves of cluster $i$, and $\mu$ is the number of clusters of multipath. Also, $p_{i}$ and $q_{i} \in \mathbb{R}^{+}$are the mean values of the in-phase and quadrature components of the multipath waves of cluster $i$, respectively. From [127], the PDF and CDF of $R$ are
given by

$$
\begin{gather*}
f_{R}(r)=\frac{2 \mu(1+\kappa)^{\frac{1+\mu}{2}} r^{\mu}}{\kappa^{\frac{\mu-1}{2}} \Omega^{\frac{\mu+1}{2}} \exp (\mu \kappa)} \exp \left(-\frac{\mu(1+\kappa) r^{2}}{\Omega}\right) I_{\mu-1}\left(2 \mu r \sqrt{\frac{\kappa(1+\kappa)}{\Omega}}\right),  \tag{2.30}\\
F_{R}(r)=1-\mathbb{Q}_{\mu}\left(\sqrt{2 \kappa \mu}, r \sqrt{\frac{2 \mu(1+\kappa)}{\Omega}}\right), \tag{2.31}
\end{gather*}
$$

where

$$
\begin{equation*}
\kappa=\frac{\sum_{i=1}^{\mu} p_{i}^{2}+q_{i}^{2}}{2 \mu \sigma^{2}}, \quad \Omega=\mathbb{E}\left[R^{2}\right]=\sum_{i=1}^{\mu} p_{i}^{2}+q_{i}^{2}+2 \mu \sigma^{2} . \tag{2.32}
\end{equation*}
$$

As particular cases, for $(\kappa=K, \mu=1)$, (2.30) reduces to the Rician PDF and, for $(\kappa=0, \mu=m)$, to the Nakagami- $m$ PDF. Note that $\kappa$ is defined in a similar way to that Rice $K$-factor, corresponding to the ratio between the power of the LoS waves and the power of the diffuse components. Although the physical model of $\kappa-\mu$ in (2.29) forces $\mu$ to be a positive integer, the PDF and CDF given in (2.30) and (2.31), respectively, are valid for $\mu \in \mathbb{R}^{+}$.

### 2.2.2.3 The $\kappa$ - $\mu$ shadowed Fading Model

The $\kappa-\mu$ shadowed model was proposed in [21] as a generalization of the $\kappa-\mu$ distribution. The $\kappa-\mu$ shadowed model considers a signal composed of clusters of multipath waves, propagating in a nonhomogeneous environment. Within each cluster, the multipath waves have scattered diffuse waves with identical power and a specular component with certain arbitrary power. Unlike the conventional $\kappa-\mu$ model, the dominant component of the $i$-th cluster of the $\kappa-\mu$ shadowed model is allowed to fluctuate randomly. Therefore, the received envelope signal, $R$, be formulated as [21]

$$
\begin{equation*}
R=\sqrt{\sum_{i=1}^{\mu}\left\|\sigma X_{i}+\mathrm{j} \sigma Y_{i}+\xi\left(p_{i}+\mathrm{j} q_{i}\right)\right\|^{2}} \tag{2.33}
\end{equation*}
$$

where $\mu$ is the number of the multipath clusters, $X_{i}, Y_{i} \forall i$ are independent Gaussian RVs, i.e., $X_{i}, Y_{i} \sim \mathcal{N}(0,1), \sigma^{2} \in \mathbb{R}^{+}$denotes the variance of both in-phase and quadrature components of the multipath waves of cluster $i$. Also, $\xi p_{i}+\xi q_{i}$ represents the dominant component of the $i$ th cluster with power given by $p_{i}^{2}+q_{i}^{2}$, where $p_{i}$ and $q_{i} \in \mathbb{R}^{+}$are the mean values of the in-phase and quadrature components of the multipath waves of cluster $i$, respectively. The total power of the scattered components for each cluster is $2 \sigma^{2}$. The $\kappa$ parameter is defined as the ratio between the total power of the dominant components and the total power of the scattered waves can be computed as $\kappa=d^{2} /\left(2 \sigma^{2} \mu\right)$, where $d^{2}=\sum_{i=1}^{\mu} p_{i}^{2}+q_{i}^{2}$. The specular components for each cluster are subject to the same shadowing fluctuation $\xi$, which follows a Gamma RV with scale parameter $m$ and spreading parameter $\mathbb{E}\{\xi\}=1$. From [21], the PDF and CDF of the received signal envelope $R$ are expressed as [21]

$$
\begin{equation*}
f_{R}(r)=\frac{2 \mu^{\mu} m^{m}(1+\kappa)^{\mu} r^{2 \mu-1}}{\Omega^{\mu} \Gamma(\mu)(\mu \kappa+m)^{m}} \exp \left(-\frac{\mu(1+\kappa) r^{2}}{\Omega}\right){ }_{1} F_{1}\left(m ; \mu ; \frac{\mu^{2} \kappa(1+\kappa) r^{2}}{(\mu \kappa+m) \Omega}\right) \tag{2.34}
\end{equation*}
$$

Tabla 2.1: Conventional and general fading models derived from the $\kappa$ - $\mu$ shadowed distribution.

| Fading Distribution | $\kappa-\mu$ shadowed parameters |
| :---: | :---: |
| One-sided Gaussian | $\underline{\mu}=0.5, \underline{\kappa} \rightarrow 0, \underline{m} \rightarrow \infty$ |
| Rayleigh | $\underline{\mu}=1, \underline{\kappa} \rightarrow 0, \underline{m} \rightarrow \infty$ |
| Nakagami- $m$ | $\underline{\mu}=m, \underline{\kappa} \rightarrow 0, \underline{m} \rightarrow \infty$ |
| Rician | $\underline{\mu}=1, \underline{\kappa}=K, \underline{m} \rightarrow \infty$ |
| $\kappa-\mu$ | $\underline{\mu}=\mu, \underline{\kappa}=\kappa, \underline{m} \rightarrow \infty$ |
| $\eta-\mu$ | $\underline{\mu}=2 \mu, \underline{\kappa}=(1-\eta) /(2 \eta), \underline{m}=\mu$ |
| Hoyt (Nakagami- $q)$ | $\underline{\mu}=1, \underline{\kappa}=(1-\eta) /(2 \eta), \underline{m}=0.5$ |
| Rician Shadowed | $\underline{\mu}=1, \underline{\kappa}=K, \underline{m}=m$ |

$$
\begin{equation*}
F_{R}(r)=\frac{\mu^{\mu-1} m^{m}(1+\kappa)^{\mu} r^{2 \mu}}{\Omega^{\mu} \Gamma(\mu)(\mu \kappa+m)^{m}} \Phi_{2}\left(\mu-m, m ; \mu+1 ;-\frac{\mu(1+\kappa) r^{2}}{\Omega},-\frac{\mu(1+\kappa) m r^{2}}{\Omega(\mu \kappa+m)}\right), \tag{2.35}
\end{equation*}
$$

where the $\kappa$ and $\Omega$ are given in (2.32). Furthermore, (2.34) and (2.35) are valid for $\mu \in \mathbb{R}^{+}$. According to the characteristics of the channel described above, the $\kappa-\mu$ shadowed fading model finds great applicability in a range of real-world applications such as D2D communications, Underwater Acoustic Communications (UAC), body-centric fading channels, UAV systems, Land Mobile Satellite (LMS), etc [10]. It is worth mentioning that in [128], the $\kappa-\mu$ shadowed distribution can be characterized as a finite mixture of Nakagami-m RVs under the assumption of having positive integers values for $\mu$ and $m$. Finally, Table 2.1 summarizes the connections between the $\kappa-\mu$ shadowed distribution and other fading channel models. In order to avoid confusion, the parameters corresponding to the $\kappa-\mu$ shadowed distribution are underlined.

### 2.2.2.4 N-wave with Diffuse Power Fading Model

In the NWDP model, the received envelope signal is represented as a superposition of N multipath waves arising from dominant specular reflections and $M$ additional waves associated with diffuse scattering [20, Eq. (2)]:

$$
\begin{equation*}
\widetilde{V}=R \exp (\mathrm{j} \theta)=\sum_{n=1}^{\mathrm{N}} V_{n} \exp \left(\mathrm{j} \theta_{n}\right)+\sum_{i=1}^{M} V_{i} \exp \left(\mathrm{j} \theta_{i}\right) \tag{2.36}
\end{equation*}
$$

where $\widetilde{V}$ is the received complex base-band signal with magnitude $R$ and phase $\theta, V_{n} \exp \left(\mathrm{j} \theta_{n}\right)$ denotes the $n$-th specular component having a constant amplitude $V_{n}$ and a uniformly distributed random phase $\theta_{n} \sim \mathcal{U}[0,2 \pi)$. The random phases for each dominant wave are assumed to be statistically independent. Because each diffuse scattered is able to generate several multipath waves [129], one can safely assume that $M \rightarrow \infty$ and hence the diffuse component tends to be Gaussian distributed, i.e., $\sum_{k=1}^{M} V_{k} \exp \left(\mathrm{j} \theta_{k}\right) \approx V_{d} \exp \left(\mathrm{j} \theta_{d}\right)$, so that $V_{d}$ is Rayleigh distributed with $\mathbb{E}\left\{\left|V_{d}\right|^{2}\right\}=2 \sigma^{2}=\Omega$. Notice that the consideration of arbitrary N in (2.36) allows for individually accounting for the effect of having multiple specular waves and widely differs from the conventional assumptions in fading modeling, reducing only for $\mathrm{N}=0,1,2$ to the Rayleigh, Rician, and TWDP
cases, respectively [17]. According to [20], the corresponding PDF and CDF of the received amplitude signal, $R$, are given by

$$
\begin{gather*}
f_{R}(r)=2 \epsilon r \exp \left(-\epsilon r^{2}\right) \sum_{z=0}^{\infty} C_{n} L_{n}\left(\epsilon r^{2}\right),  \tag{2.37}\\
F_{R}(r)=\sum_{z=0}^{\infty} C_{z} \sum_{k=0}^{z} \frac{(-1)^{k}}{k!}\binom{z}{k} \Upsilon\left(k+1, \epsilon r^{2}\right), \tag{2.38}
\end{gather*}
$$

where the constant $\epsilon$ and the coefficient $C_{z}$ are defined as

$$
\begin{equation*}
\epsilon=\frac{1}{\sum_{n=0}^{\mathrm{N}} V_{n}^{2}+\Omega}, \quad C_{z}=\sum_{k=0}^{z} \frac{(-\epsilon)^{k}}{k!}\binom{z}{k} u_{\mathrm{N}+1}^{(2 k)}, \tag{2.39}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{j}^{2 k}=\sum_{w=0}^{k}\binom{k}{w}^{2} u_{j-1}^{(2 w)} v_{j}^{(2 k-2 w)}, \text { for } j=2, \ldots, \mathrm{~N}+1 \tag{2.40}
\end{equation*}
$$

in which the initial value is $u_{1}^{2 k}=v_{1}^{2 k}$, and

$$
v_{j}^{2 k}= \begin{cases}V_{j}^{2 k}, & \text { for } j=1 \ldots \mathrm{~N}  \tag{2.41}\\ (1)_{k}(\Omega)^{k}, & \text { for } j=\mathrm{N}+1\end{cases}
$$

It is worth highlighting that two-ray-based models (i.e., FTR and TWDP) have shown good fit to empirical measurements in mm-Wave communications [19], [130]. Therefore, the NWDP model is a promising candidate to improve fading channel modeling in mm-Wave because it includes several degrees of freedom more than FTR and TWDP models.

### 2.3 DIVERSITY COMBINING TECHNIQUES

Dealing with the damaging effects of multipath propagation is one of the difficult tasks in designing wireless communication systems. There are many techniques for combating these effects, including diversity combining techniques, coding and adaptive equalization, among others [3]. Specifically, diversity techniques have attracted significant attention for their efficiency and relative simplicity of implementation. The principle of diversity establishes that fading in independent channels are independent events. Thus, if specific information is made available with redundancy in a certain number of channels (branches of diversity), the probability that it is affected by a deep fading, simultaneously in all channels, is less than the probability of occurring in one of these channels [120]. Therefore, by combining the different branches' information signals with an appropriate algorithm (i.e., diversity techniques), a resulting signal less deteriorated by the fading that marks each branch individually is obtained. Next, detailed description of the most used diversity combining methods in the literature is provided.


Figure 2.2: Illustration of a combiner in a MISO system, based on [131].

### 2.3.1 Transmitter Antenna Diversity

For this setup, it is considered that the transmitter is equipped with $M_{t}$ antennas as depicted in Fig. 2.2, where $x(k)$ is the sequence of data with i.i.d symbols. Based on the particular transmit diversity method, the data is first pre-processed to form a sequence of transmit symbol vector, i.e., $s(k)=\left[s_{1}(k), s_{2}(k), \ldots, s_{M_{t}}(k)\right]$ to later be transmitted over the $M_{t}$ antennas in the $k$-th symbol period. The transmitted signal on the $k$-th antenna is given by [131]

$$
\begin{equation*}
s_{i}(k)=\beta_{i} x(k), \quad \text { for } i=1, \ldots, M_{t}, \tag{2.42}
\end{equation*}
$$

where $\beta_{1}, \beta_{2}, \ldots, \beta_{M_{t}}$ are the weighting factors applied on the $M_{t}$ antennas, respectively. The signal observed at the receiver can be written as [131]

$$
\begin{equation*}
y(k)=\sum_{i=1}^{M_{t}} \sqrt{P} h_{i} s_{i}(k)+n(k), \tag{2.43}
\end{equation*}
$$

where $P$ is the total transmit power, $h_{i}$ is the channel coefficient between the $i$-th transmit antenna and the receiver, and and $n(k)$ is a zero-mean circularly symmetric complex Gaussian RV with variance $\sigma^{2}$. Here, based on the knowledge of the CSI at the transmitter, different techniques (e.g., transmit Beamforming and TAS) can be used to exploit spatial diversity. The next section focuses on the TAS scheme that will be used later.

### 2.3.1.1 Transmit Antenna Selection

Suppose that the transmitter can obtain knowledge of the channel amplitude but not the channel phase information (i.e., partial CSI) ${ }^{[1]}$. Therefore, the transmitted signal over multiple antennas cannot be co-phased at the receiver side. In this case, it is more efficient to transmit only on the antenna with the best channel to avoid destructive interference. Now, assuming that the $i^{*}$-th antenna is the
${ }^{\text {[1] }}$ Such a case is very common in practice because the phase varies much faster than the channel amplitude, making it more challenging to estimate.


Figure 2.3: Illustration of a combiner in a SIMO system, based on [131].
one experiencing the highest SNR, i.e., [131]

$$
\begin{equation*}
i^{*}=\arg \max _{1 \leq i \leq M_{t}} \frac{P\left|h_{i} \beta_{i}\right|^{2}}{\sigma^{2}} \tag{2.44}
\end{equation*}
$$

and is chosen to transmit, so that [131]

$$
\beta_{i}= \begin{cases}1, & \text { for } i=i^{*}  \tag{2.45}\\ 0, & \text { for } i \neq i^{*}\end{cases}
$$

Therefore, (2.43) can be rewritten as [131]

$$
\begin{equation*}
y(k)=\sqrt{P} h_{i^{*}} x(k)+n(k) . \tag{2.46}
\end{equation*}
$$

From (2.46), the resulting SNR for the TAS scheme is expressed by [131]

$$
\begin{equation*}
\gamma_{\mathrm{TAS}}=\frac{P\left|h_{i^{*}}\right|^{2}}{\sigma^{2}}=\max _{1 \leq i \leq M_{t}} \frac{P\left|h_{i}\right|^{2}}{\sigma^{2}} . \tag{2.47}
\end{equation*}
$$

It is worth mentioning that the TAS/MRC setup is an excellent choice in the performance analysis of wireless systems with multiple antennas due to its low implementation complexity compared to Transmit Beamforming/MRC schemes.

### 2.3.2 Receiver Antenna Diversity

When the receiver is equipped with multiple antennas (i.e., SIMO setup), the system performance can be improved using spatial diversity at the receiver side. Consider the configuration where the transmitter with single-antenna sends information to a receiver equipped with $M_{r}$ antennas, as illustrated in Fig. 2.3. In such a scheme, the received signal at $i$-th branch can be expressed as [131]

$$
\begin{equation*}
y_{i}(k)=\sqrt{P} h_{i} x(k)+n_{i}(k), \quad \text { for } i=1, \ldots, M_{r}, \tag{2.48}
\end{equation*}
$$

where $x(k)$ is the symbol to be transmitted in the $k$-th symbol period, $P$ is the transmit power, $h_{i}$ is the channel coefficient observed by the $i$-th received antenna, and $n_{i}(k)$ is a zero-mean circularly
symmetric complex Gaussian RV with same variance $\sigma_{i}^{2}$ at the $i$-th antenna. The channel coefficient $h_{i}$ can be expressed in terms of its amplitude $\left|h_{i}\right|$ and phase $\theta_{i}$ as [131]

$$
\begin{equation*}
h_{i}=\left|h_{i}\right| \exp \left(\mathrm{j} \theta_{i}\right), \quad \text { for } i=1, \ldots, M_{r} . \tag{2.49}
\end{equation*}
$$

From (2.48), the SNR at the $i$-th antenna is defined as [131]

$$
\begin{equation*}
\gamma_{i}=\frac{P\left|h_{i}\right|^{2}}{\sigma_{i}^{2}} \tag{2.50}
\end{equation*}
$$

By assuming that the CSI of the channel coefficients is available at the receiver side. Therefore, before performing signal detection, the receiver combines the received signals with the respective weighting factors, i.e., $\alpha_{i} \forall i$ (see Fig. 2.3), to obtain the resulting signal at the combiner output as [131]

$$
\begin{equation*}
z(k)=\sum_{i=1}^{M_{r}} \alpha_{i} y_{i}(k) \tag{2.51}
\end{equation*}
$$

Here, depending on the weighting factors' values, two different signal combining techniques are introduced below.

### 2.3.2.1 Equal Gain Combining

In this technique, the received signals on $M_{r}$ branches are each multiplied by a complex weighting factor for the phase rotation of the channel. Such weighting factors are given by [131]

$$
\begin{equation*}
\alpha_{i}=\exp \left(-\mathrm{j} \theta_{i}\right), \quad \text { for } i=1, \ldots, M_{r} . \tag{2.52}
\end{equation*}
$$

Note that the magnitudes of the weighting factor, i.e. $\left|\alpha_{i}\right| \forall i$, are equal to unity. This fact reduces the implementation complexity compared to the MRC to be introduced later on. Substituting (2.52) into (2.51), the signal output of the EGC is given by [131]

$$
\begin{equation*}
z_{\mathrm{EGC}}(k)=\sqrt{P}\left(\sum_{i=1}^{M_{r}}\left|h_{i}\right|\right) x(k)+\sum_{i=1}^{M_{r}} \exp \left(-\mathrm{j} \theta_{i}\right) n_{i}(k) \tag{2.53}
\end{equation*}
$$

From (2.53), the resulting SNR at the output of the EGC combiner can be expressed as [131]

$$
\begin{align*}
\gamma_{\mathrm{EGC}} & =\frac{P\left(\sum_{i=1}^{M_{r}}\left|h_{i}\right|\right)^{2}}{\sum_{i=1}^{M_{r}} \sigma_{i}^{2}} \\
& =\frac{P\left(\sum_{i=1}^{M_{r}}\left|h_{i}\right|\right)^{2}}{M_{r} \sigma_{i}^{2}} \tag{2.54}
\end{align*}
$$

With the help of (2.50), (2.54) can be rewritten in compact form as

$$
\begin{equation*}
\gamma_{\mathrm{EGC}}=\frac{1}{M_{r}}\left(\sum_{i=1}^{M_{r}} \sqrt{\gamma_{i}}\right)^{2} . \tag{2.55}
\end{equation*}
$$

### 2.3.2.2 Maximal Ratio Combining

Although EGC uses CSI to determine their weighting factors, such values are no optimized in any sense. Therefore, to fully exploit the spatial diversity in multiple receive antennas, it is necessary to choose the weighting factors to maximize the received SNR. Based on this, given the CSI, the weighting factors of the MRC can be formulated as [131]

$$
\begin{equation*}
\alpha_{i}=h_{i}^{*} / \sigma_{i}^{2}=\left|h_{i}\right| \exp \left(-\mathrm{j} \theta_{i}\right) / \sigma_{i}^{2}, \quad \text { for } i=1, \ldots, M_{r} . \tag{2.56}
\end{equation*}
$$

Note that the received signals are weighted based on their channel quality and are co-phased to achieve the phase-coherent addition of signals at the receiver. In other words, branches with a strong signal are further amplified, while weak signals are attenuated. Substituting (2.56) into (2.51), the signal output of the MRC is given by [131]

$$
\begin{equation*}
z_{\mathrm{MRC}}(k)=\sqrt{P}\left(\sum_{i=1}^{M_{r}} \frac{\left|h_{i}\right|}{\sigma_{i}^{2}}\right) x(k)+\sum_{i=1}^{M_{r}} \frac{h_{i}^{*}}{\sigma_{i}^{2}} n_{i}(k) . \tag{2.57}
\end{equation*}
$$

From (2.57), the resulting SNR at the output of the MRC combiner can be expressed as [131]

$$
\begin{align*}
\gamma_{\mathrm{MRC}} & =\frac{P\left(\sum_{i=1}^{M_{r}}\left|h_{i}\right|^{2} / \sigma_{i}^{2}\right)^{2}}{\sum_{i=1}^{M_{r}}\left|h_{i}\right|^{2} / \sigma_{i}^{2}} \\
& =\sum_{i=1}^{M_{r}} \frac{P\left|h_{i}\right|^{2}}{\sigma_{i}^{2}} \tag{2.58}
\end{align*}
$$

Again, with the help of (2.50), (2.58) can be rewritten in compact form as

$$
\begin{equation*}
\gamma_{\mathrm{MRC}}=\sum_{i=1}^{M_{r}} \gamma_{i} . \tag{2.59}
\end{equation*}
$$

Notice that (2.59) is essentially the sum of the received SNRs at all branches.

### 2.3.3 Performance Metric for Multibranch Combining Receivers

Several metrics to assess the performance of diversity combining techniques over different fading channels have been proposed in the literature [120]. Among these metrics, the ABEP is the most commonly used to evaluate communications systems' performance because of its straightforward
interpretation. Specifically, the formulations for the ABEP at the output of EGC multibranch receivers for coherent and non-coherent modulation techniques are revisited in the following. This performance metric will be incorporated as an application for sums of RVs in Chapter 3.

### 2.3.3.1 Average Bit Error Probability

Here, the exact formulations of the ABEP at the output of multibranch EGC receiver associated with coherent and non-coherent modulation techniques are revisited. In particular, the exact solution for the ABEP in EGC reception can be defined as in [120] by

$$
\begin{equation*}
\bar{P}_{e}=\int_{0}^{\infty} P_{e}(r) f_{R}(r) d r, \tag{2.60}
\end{equation*}
$$

where $f_{R}(r)$ is the PDF of the sum of fading amplitudes at the output of the EGC combiner. The combiner output envelope $R$ can be obtained from (2.55) using a standard transformation of variables, i.e., $R=\sqrt{\gamma_{\mathrm{EGC}}}$. Therefore, it follows that [49]

$$
\begin{equation*}
R=\frac{1}{\sqrt{M_{r}}} \sum_{i=1}^{M_{r}} R_{i} . \tag{2.61}
\end{equation*}
$$

Also, $P_{e}(r)$ denotes the conditional bit error probability. Considering non-coherent Modulations, $P_{e}(r)$ can be expressed as in [120] by

$$
\begin{equation*}
P_{e}(r)=\frac{1}{2} \exp \left(-g r^{2} E_{b} / N_{0}\right), \tag{2.62}
\end{equation*}
$$

where $N_{0}$ is the one-sided AWGN variance, $E_{b}$ is the bit energy, and $g$ is a modulation dependent parameter such that $g=1$ for Differential Binary Phase-Shift Keying (DBPSK), and $g=1 / 2$ for noncoherent Binary Frequency-Shift Keying (BFSK). For coherent Modulations, $P_{e}(r)$ can be defined as in [120] by

$$
\begin{equation*}
P_{e}(r)=\frac{1}{2} \operatorname{erfc}\left(r \sqrt{g E_{b} / N_{0}}\right) \tag{2.63}
\end{equation*}
$$

where $g=1$ for coherent Binary Phase Shift keying (BPSK), $g=1 / 2$ for coherent BFSK, and $g=$ 0.715 for coherent BFSK with minimum correlation. In general, the main difficulty associated with evaluating the ABEP in (2.60) is related to the requirement of obtaining the PDF of the sum of RVs given in (2.61). Such PDF requires the convolution (as will be seen later) of the individual PDFs $R_{i}$ and can often be challenging to evaluate. Therefore, one of this thesis's contributions is to provide simple and accurate approximations for the sum of RVs to facilitate wireless systems' performance analysis with multiple antennas.

### 2.4 FUNDAMENTALS OF RIS-ASSISTED WIRELESS COMMUNICATIONS

In this section, in order to understand the motivation behind the PLS of RIS-aided communications, a theoretical background on how a basic communication system works with the help of RIS technology is introduced.


Figure 2.4: Typical IRS-assisted wireless system, based on [132].

RIS technology has emerged as a new beyond MIMO paradigm for 6 G to noticeably improve the performance of post-5G networks in terms of Spectrum Efficiency (SE) and Energy Efficiency (EE) [132]. RIS is a meta-surface that consists of a large number of low-cost passive reflecting electronic units that can be programmed to alter the electromagnetic fields in order to obtain favorable environments. RIS's element can adaptively adjust the amplitude reflection and/or the phase shift of the incident signals in a customizable way. Unlike other comparable technologies, such as relays and MIMO beamforming, RIS technology does not need any power source and complex encoding and decoding methods. These programmable features make RISs attractive to be integrated into the infrastructure of beyond 5G networks [133].

A typical RIS-based SISO communication scheme consists of one source ( $S$ ), one RIS with $n$ reflecting elements, and one destination $(D)$, where $S$ and $D$ are equipped with one antenna, as illustrated in Fig. 2.4. In this setup, $S$ communicates with the $D$ via RIS technology. By assuming that the phase shifts induced by the composite fading channels are available at the RIS, the reflecting elements' phases can be set so that the signals can be combined coherently at the destination side. Neverthe-
less, the perfect phase estimation of the reflection phases is unfeasible in practice. Therefore, one contribution of this thesis is to study the impact of imperfect phase estimation on the communications system's secrecy performance through an RIS technology.

It is worth mentioning that, the assumption in Fig. 2.4 related to neglecting the direct link between the source and the receiver is because one of RIS technology's key uses is to overcome NLoS scenarios [134]. Furthermore, it is important to rule out that very recently, the work in [135] provides channel modeling formulations to analyze the performance of RIS-assisted communications in the existence of a direct link between the transmitter and receiver sides. These results will undoubtedly bring a broad study of RIS-aided communications for LoS scenarios. Finally, it is worth highlighting that, this work will focus on the PLS analysis of RIS-assisted wireless communications assuming NLoS scenarios.

## 3 SUM AND RATIO OF RANDOM VARIABLES

In this chapter, analytic closed-form expressions for $(i)$ the sum of both classic and generalized RVs; and (ii) the ratio of two RVs taken from $\alpha-\mu$ distributions are derived. Specifically, two approaches are introduced for the sum of RVs. In the first, the exact distribution of the sum of Nakagami- $m$ RVs is approximated by a mixture of two Nakagami- $m$ RV, where the adjustment parameters are estimated using the EM algorithm. For the second approach, the chief statistics of the sum of generalized RVs are approximated by using another generalized RV in which the fit parameters are calibrated through the asymptotic matching method. Concerning the ratio of two $\alpha-\mu$ RVs, the exact PDF, CDF and MGF are derived in terms of the univariate Fox H-function. Based on these results, a practical application example in PLS over $\alpha-\mu$ fading channels is also provided.

### 3.1 SUM OF RANDOM VARIABLES

Before tackling the proposed approximations, the formulation of the problem of the sum of RVs and two classical frameworks to obtain the exact PDF of a sum of independent RVs are revisited. In the first approach, the exact PDF emerges as the convolution of the individual PDFs. For the second method, the sum PDF arises from the FT of the product of the marginal CFs. Furthermore, it is essential to mention that computing the exact sum PDF even for classical distributions is challenging.

### 3.1.1 Problem Formulation and Exact Solutions

### 3.1.1.1 Formulation

Let $R$ be the sum of an arbitrary number $M$ of i.n.i.d. fading (non-negative) RVs $R_{i}$ [49]

$$
\begin{equation*}
R=\sum_{i=1}^{M} R_{i} . \tag{3.1}
\end{equation*}
$$

Here, it is considered that, each summand $R_{i}$ can follow a generalized or classic fading model. In particular, two cases are addressed: (i) $R_{i}$ follows a Nakagami-m distribution, and (ii) $R_{i}$ can be taken from $\alpha-\mu, \kappa-\mu, \eta-\mu$, and $\kappa-\mu$ shadowed models. The goal is to find, for any given sum, a
good approximation to the PDF of $R$ or, equivalently, to its CDF. Next, the conventional analytical frameworks to obtain the exact PDF solution are reviewed.

### 3.1.1.2 Exact Solution Framework

As mentioned earlier, the exact mathematical evaluation for the PDF of the sum of independent RVs can be achieved by two means. Therefore, these standard procedures are introduced in the following.

Convolution of Densities and Brennan's Integral: The PDF and CDF of $R$ can be computed as the convolution of the marginal PDFs of $R_{i}$. Alternatively, when the summands are non-negative RVs (like in our case of fading envelopes), it is possible to reformulate the sum PDF by means of a geometric approach, as proposed by Brennan in [136]. Both the convolution and Brennan's approach are written in a similar fashion, as an multiple-fold integral formula in terms of the product of marginal PDFs. Hence, the resultant PDF and CDF of $R$ in (3.1) can be written as [136]

$$
\begin{align*}
& f_{R}(r)=\int_{0}^{r} \int_{0}^{r-r_{M}} \ldots \int_{0}^{r-\sum_{i=3}^{M} r_{i}} f_{R_{1}, \ldots, R_{M}}\left(r-\sum_{i=2}^{M} r_{i}, r_{2}, \ldots, r_{M}\right) d r_{2} \ldots d r_{M-1} d r_{M}  \tag{3.2a}\\
& F_{R}(r)=\int_{0}^{r} \int_{0}^{r-r_{M}} \ldots \int_{0}^{r-\sum_{i=3}^{M} r_{i}} \int_{0}^{r-\sum_{i=2}^{M} r_{i}} f_{R_{1}, \ldots, R_{M}}\left(r_{1}, r_{2}, \ldots, r_{M}\right) d r_{2} \ldots d r_{M-1} d r_{M} \tag{3.2b}
\end{align*}
$$

As pointed out in [136], (3.2) is valid even for correlated summands. For this case, the correlation matrix is included the joint PDF of $R_{1}, \ldots, R_{M}$. In our context, since the summands are assumed to be independent, the joint PDF in (3.2) reduces to the product of marginal PDFs [136]

$$
\begin{equation*}
f_{R_{1}, \ldots, R_{M}}\left(r_{1}, \ldots, r_{M}\right)=\prod_{i=1}^{M} f_{R_{i}}\left(r_{i}\right) . \tag{3.3}
\end{equation*}
$$

Regrettably, the multi-fold integral in (3.2) is quite as frightful as it appears, and its evaluation presents a closed-form solution only for particular fading models. The computation of (3.2) through numerical integration using standard computing software such as Mathematica and Matlab can be unfeasible and very time-consuming for the sum of more than five RVs.

Product of Characteristics Functions: The CF of $R_{i}$ is presented as the Inverse FT of its PDF as: $\Phi_{i}(\omega) \triangleq \mathbb{E}\left[\exp \left(j \omega R_{i}\right)\right]$ [137]. Knowing that in the time domain the PDF of $R$ is given as the convolution of individual PDFs, the $\Phi_{R}(\cdot)$ of $R$ in the frequency domain can be achieved through the product of marginal CFs of $R_{i}$ as [137]

$$
\begin{equation*}
\Phi_{R}(\omega)=\prod_{i=1}^{M} \Phi_{R_{i}}(\omega) . \tag{3.4}
\end{equation*}
$$

Consequently, the exact PDF in (3.2a) can be obtained from its CF by using Fourier transform [137]

$$
\begin{equation*}
f_{R}(r)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \prod_{i=1}^{M} \Phi_{R}(w) \exp (-j \omega r) d \omega \tag{3.5}
\end{equation*}
$$

The downside of this solution is that closed-form expressions for the marginal CFs, i.e., $\Phi_{R_{i}}(\cdot)$, are known only for a few fading models. For instance, the CF of a branch $R_{i}$ that follows a Nakagami-m PDF is given by [120]

$$
\begin{equation*}
\Phi_{R_{i}}(\omega)={ }_{1} F_{1}\left(m_{i} ; \frac{1}{2} ;-\frac{\Omega_{i} \omega^{2}}{4 m_{i}}\right)+j \omega \frac{\Gamma\left(m_{i}+\frac{1}{2}\right)}{\Gamma\left(m_{i}\right)} \sqrt{\frac{\Omega_{i}}{m_{i}}}{ }_{1} F_{1}\left(m_{i} ; \frac{1}{2} ;-\frac{\Omega_{i} \omega^{2}}{4 m_{i}}\right) . \tag{3.6}
\end{equation*}
$$

Based on this, a closed-form solutions of (3.4) exist only for particular cases (e.g., Rayleigh and Nakagami- $m$ cases). Furthermore, the marginal CFs are often rather oscillatory functions, especially for the CFs available in generalized fading models. This fact makes the numerical evaluation of (3.4) prone to convergence issues and impracticable as the number of summands increases.

For informative purposes, an alternative approach to compute the exact sum PDF that is not covered in this section is that (3.1) can also be obtained in terms of the marginal MGFs - the Laplace Transform (LT) of the marginal PDFs. The MGF of $R$ is the product of the MGFs of $R_{i}$, the inverse LT of which gives the PDF of $R$. Although the MGF approach avoids the oscillatory issues of the CF approach, the approach still deals with the inverse LT that is hardly computed in closed-form, requiring as before numerical routines.

### 3.1.2 Nakagami- $m$ Approximation Approach

Here, the sum of $M$ i.n.i.d. Nakagami- $m$ RVs is approximated by using a mixture of two Nakagami- $m$ RVs. For this sum, the exact distribution $R$ can be calculated with the help of (3.1), where each summand $R_{i}$ follows a Nakagami-m distribution. From (2.24), $R_{i}$ can be rewritten as [35]

$$
\begin{equation*}
f_{R_{i}}\left(r ; \boldsymbol{\theta}_{\boldsymbol{i}}\right)=\frac{2 m_{i}^{m_{i}} r^{2 m_{i}-1}}{\Gamma\left(m_{i}\right) \Omega_{i}^{m_{i}}} \exp \left(-\frac{m_{i} r^{2}}{\Omega_{i}}\right) \tag{3.7}
\end{equation*}
$$

where $\boldsymbol{\theta}_{\boldsymbol{i}}=\left(\Omega_{i}, m_{i}\right)$ is the vector of parameters corresponding at the $i$-th branch of the sum ${ }^{[1]}$. Here, the goal is to find a good approximation to the PDF of $R$. To understand the motivation behind the proposed approximation, a theoretical background is introduced below.
[1] Through this section, bold typeface symbols represent vectors.

### 3.1.2.1 Background

This section introduces a theoretical basis concerning the EM algorithm and the Monte Carlo (MC) approach. These methods are required to calibrate the parameters of the Nakagami-m mixture model.

Monte Carlo Method: MC simulations describe any technique of computation that uses a large number of pseudo-random samples to achieve a certain result. They are often the only practical way to evaluate mathematical problems and they are useful when it is difficult or unfeasible to use other mathematical tools. MC methods are mainly employed in three distinct problem classes: numerical integration, optimization and generating samples from probability distributions [138]. For the problem dealt in this work, the sum of generalized RVs given by multidimensional integrals can easily be translated from the continuous multiple integrals to the discrete sum of pseudo-random samples by using the MC method. Therefore, the sample space of the observations of the resulting PDF $R$ in (3.1) can be expressed by

$$
\begin{equation*}
\mathrm{X}=\sum_{i=1}^{M} X_{i} \tag{3.8}
\end{equation*}
$$

where each pseudo-random sequence $X_{i}$ contains a vector of $n$ samples that follows a Nakagami- $m$ distribution. To generate sequences of random numbers needed in (3.8), several mathematical methods have been proposed in [139]. In addition, the random number generation routines in Wolfram Mathematica and Matlab called RandomVariate [140], and makedist [141], respectively, implement fast algorithms to obtain Nakagami- $m$ samples. So, for our approximation, these tools are employed. Alternatively, after a careful study of the works reported on developing of approximate expressions [142]-[144] to generate $X_{i}$ having Nakagami- $m$ distribution, this research work uses the approach in [144], due to its easy implementation in any standard computer language. Having mentioned the two ways of obtaining the desired sequence $X_{i}$, the estimation of the sample size in MC simulations is explained in detail below.

As mentioned previously, the main idea on MC simulation is to create series of experimental samples using pseudo-random numbers. Hence, it is necessary to establish the appropriate number of samples that ensures a good accuracy in the results. For this purpose, according to the central limit theorem, the statistics such as mean ( $\mu$ ), and standard deviation $(\sigma)$ can be used through the coefficient of variation ( $C V=\frac{\sigma}{\mu}$ ) as an indicator of estimation of iterations when the number of samples is large enough [145]. Consequently, the coefficients of variation are depicted in Fig 3.1, as a function of the number of MC realizations from the whole set of 30.000 MC simulations in the sum of six i.n.i.d. Nakagami- $m$ variates. This figure also reports an estimate about the number of simulations required to improve the accuracy of predictions in MC method. Therefore, based on Fig 3.1, 20.000 samples for each $X_{i}$ for the MC simulations are used.


Figure 3.1: Coefficient of variation for the PDF of the sum of six i.n.i.d. Nakagami-m variates with parameters $\Omega_{i}=1$, and $\left(m_{1}, m_{2}, m_{3}, m_{4}, m_{5}, m_{6}\right)=(0.5,0.7,0.9,1,1.5,2)$.

Expectation Maximization Algorithm With Mixture Model: EM is a iterative method that can be used to fit a mixture model of a parametric PDF. In the EM algorithm, it is assumed that the approximate PDF of (3.1) can be modeled as a weighted sum of other $p$ numbers of PDFs. The parameters of those PDFs can be estimated using $n$ samples taken from the distribution of X , where ( $p \ll n$ ). EM maximizes the likelihood function of the mixture respect to the weight coefficients using the provided statistical samples. Therefore, EM with mixture model can be defined as in [146] by

$$
\begin{equation*}
f_{X}(x ; \boldsymbol{\Psi})=\sum_{i=1}^{p} \omega_{i} \phi_{i}\left(x ; \boldsymbol{\theta}_{i}\right), \tag{3.9}
\end{equation*}
$$

where $\omega_{i}, i \in\{1, \ldots, p\}$ denote the mixture weights, and $\phi_{i}\left(x ; \boldsymbol{\theta}_{\boldsymbol{i}}\right)$ represents the density of the $i$ th mixture component of the mixture model. An important constraint on this estimation is to have $\sum_{i=1}^{p} \omega_{i}=1$, and $0 \leq \omega_{i} \leq 1$ to satisfy the unity integral of (3.9). Let $\boldsymbol{\Psi}=\left\{\omega_{1}, \ldots, \omega_{p-1}, \boldsymbol{\theta}_{\mathbf{1}}, \ldots, \boldsymbol{\theta}_{\boldsymbol{p}}\right\}$ be the set of all unknown parameters of the mixture model, where $\theta_{i}$ is a vector containing the unknown parameters of the $i$-th component density. Next, in the mixture model with EM procedure, one starts with any feasible values of $\boldsymbol{\theta}_{\boldsymbol{i}}$, and $\omega_{i}$, then the parameters, and the weighting coefficients are updated in each iteration by alternating between the following two steps until a convergence condition is met:

Expectation step (E step): To establish notation, let $\Psi^{(k)}$ denotes the current estimate of $\Psi$ after the $k$-th iteration of the EM algorithm. This stage evaluates the $k$-th responsibility value $\tau_{i j}^{(k)}$ that the data point $x_{j} \in X$ (obtained from (3.8)) belongs to the $i$-th weighted PDF, given the current parameter estimates $\omega_{i}$, and $\boldsymbol{\theta}_{\boldsymbol{i}}$. Using Bayes' Rule, this responsibility can be computed as in [147] by

$$
\begin{equation*}
\tau_{i j}^{(k)}=\frac{\omega_{i} \phi_{i}\left(x_{j} ; \boldsymbol{\theta}_{\boldsymbol{i}}\right)}{\sum_{l=1}^{p} \omega_{l} \phi_{l}\left(x_{j} ; \boldsymbol{\theta}_{l}\right)}, i=1,2, \ldots, p, \quad j=1,2, \ldots, n, \tag{3.10}
\end{equation*}
$$

where $p$ is the number of weighted PDFs, and $n$ is the whole set of samples. Maximization step (M step): On the $(k+1)$-th iteration of the M-step, the current estimate of $\Psi$, named $\Psi^{(k)}$, is updated to $\boldsymbol{\Psi}^{(k+1)}$. The new parameters $\boldsymbol{\Psi}^{(k+1)}$ are estimated by maximizing the log-likelihood function $L(\mathrm{X} \mid \boldsymbol{\Psi})$ of each distribution $\phi_{i}\left(x ; \boldsymbol{\theta}_{\boldsymbol{i}}\right)$ weighted by the responsibilities, from a sample data set $\mathrm{X}=\left\{x_{j}\right\}_{j=1}^{n}$ obtained through the MC method. So, the $L(\mathrm{X} \mid \Psi)$ function is defined as in [147] by

$$
\begin{equation*}
L(\mathbf{X} \mid \boldsymbol{\Psi})^{(k+1)}=\sum_{j=1}^{n} \sum_{i=1}^{p} \tau_{i j}^{(k)} \log \left[\omega_{i} \phi_{i}\left(x_{j} ; \boldsymbol{\theta}_{i}\right)\right] . \tag{3.11}
\end{equation*}
$$

Let $\theta_{i t}$ denotes the $t$-th element of the parameter vector $\boldsymbol{\theta}_{\boldsymbol{i}}$. The EM updating parameters are derived from the gradient of $L(X \mid \Psi)$ equal to zero. Thus, the maximum likelihood estimator of the element $\theta_{i t} \in \boldsymbol{\theta}_{\boldsymbol{i}} \in \boldsymbol{\Psi}$ is given by:

$$
\begin{equation*}
{\frac{\partial_{L(\mathrm{X} \mid \Psi)}}{\partial_{\theta_{i t}}}}^{(k+1)}=\sum_{j=1}^{n} \tau_{i j}^{(k)} \frac{\partial}{\partial_{\theta_{i t}}} \log \left[\omega_{i} \phi_{i}\left(x_{j} ; \boldsymbol{\theta}_{\boldsymbol{i}}\right)\right]=0 . \tag{3.12}
\end{equation*}
$$

The estimate of the element $\omega_{i} \in \boldsymbol{\Psi}$, is given by

$$
\begin{equation*}
{\frac{\partial_{L(\mathrm{X} \mid \Psi)}}{\partial_{\omega_{i}}}}^{(k+1)}=\sum_{j=1}^{n} \tau_{i j}^{(k)} \frac{\partial}{\partial_{\omega_{i}}} \log \left[\omega_{i} \phi_{i}\left(x_{j} ; \boldsymbol{\theta}_{\boldsymbol{i}}\right)\right]=0 \tag{3.13}
\end{equation*}
$$

where, the weighting coefficients $\omega_{i}$ can be updated as in [147] by:

$$
\begin{equation*}
\omega_{i}^{(k+1)}=\frac{\sum_{j=1}^{n} \tau_{i j}^{(k)}}{n} \tag{3.14}
\end{equation*}
$$

Typically, the iterations in the EM procedure are performed until the changes in the relative difference of the PDFs parameters are less than some pre-established threshold $\epsilon$. It is worth mentioning that, the accuracy of the EM algorithm depends both on the threshold and the number of weighted PDFs. Furthermore, the time for convergence increases on two factors; as the number of mixture distributions rises and with decreasing of $\epsilon$. Interested readers can revise [148] for further guidance about convergence and the accuracy of the EM algorithm.

### 3.1.2.2 Proposed Approximation

Herein, this research proposes to approximate the PDF of $R$ given in (3.1) by two weighted envelopes given in (3.9), for which appropriate parameters must be determined to render this method a good approximation. The development of such an approach is derived in detail below.

In our approach all $\phi_{i}$ are Nakagami- $m$ density functions given in (3.7), hence, all $\boldsymbol{\theta}_{\boldsymbol{i}}=\left(\Omega_{i}, m_{i}\right)$. Now, putting (3.7) in (3.12) for $\Omega_{i} \in \boldsymbol{\theta}_{\boldsymbol{i}}$, it follows that

$$
\begin{equation*}
\sum_{j=1}^{n} \tau_{i j}^{(k)} \frac{\partial}{\partial_{\Omega_{i}}} \log \left[\frac{\omega_{i} 2 m_{i}^{m_{i}} x_{j}^{2 m_{i}-1}}{\Gamma\left(m_{i}\right) \Omega_{i}^{m_{i}}} \exp \left(-\frac{m_{i} x_{j}^{2}}{\Omega_{i}}\right)\right]=0 \tag{3.15}
\end{equation*}
$$

Solving the equality (3.15), yields

$$
\begin{align*}
& \sum_{j=1}^{n} \tau_{i j}^{(k)}\left[\frac{m_{i} x_{j}^{2}}{\Omega_{i}^{2}}-\frac{m_{i}}{\Omega_{i}}\right]=0 \\
& \frac{\sum_{j=1}^{n} \tau_{i j}^{(k)} m_{i} x_{j}^{2}}{\Omega_{i}^{2}}=\frac{\sum_{j=1}^{n} \tau_{i j}^{(k)} m_{i}}{\Omega_{i}} \tag{3.16}
\end{align*}
$$

From (3.16), the EM updating equation to estimate the $\Omega_{i}$ posteriori (i.e., $\Omega_{i}^{(k+1)}$ ) is given by

$$
\begin{equation*}
\Omega_{i}^{(k+1)}=\frac{\sum_{j=1}^{n} \tau_{i j}^{(k)} x_{j}^{2}}{\sum_{j=1}^{n} \tau_{i j}^{(k)}} \tag{3.17}
\end{equation*}
$$

Note that in (3.17), the $\Omega_{i}^{(k+1)}$ value is updated in $(k+1)$-th iteration of the $M$-step until a convergence condition is reached (i.e., the parameters' variation between $k-1$, and $k$ iteration is lower than a certain threshold).

Likewise, substituting (3.7) in (3.12) and solving for $m_{i} \in \boldsymbol{\theta}_{\boldsymbol{i}}$, the equation to estimate $m_{i}$, can be expressed as follows

$$
\begin{equation*}
\sum_{j=1}^{n} \tau_{i j}^{(k)} \frac{\partial}{\partial_{m_{i}}} \log \left[\frac{\omega_{i} 2 m_{i}^{m_{i}} x_{j}^{2 m_{i}-1}}{\Gamma\left(m_{i}\right) \Omega_{i}^{m_{i}}} \exp \left(-\frac{m_{i} x_{j}^{2}}{\Omega_{i}}\right)\right]=0 \tag{3.18}
\end{equation*}
$$

After some mathematical manipulations in (3.18), it follows that

$$
\begin{equation*}
\sum_{j=1}^{n} \tau_{i j}^{(k)}-\sum_{j=1}^{n} \frac{\tau_{i j}^{(k)} x_{j}^{2}}{\underbrace{\Omega_{i}}}+\sum_{j=1}^{n} \tau_{i j}^{(k)} \log \left(m_{i}\right)-\sum_{j=1}^{n} \tau_{i j}^{(k)} \log \left(\Omega_{i}\right)+\sum_{j=1}^{n} \tau_{i j}^{(k)} \log \left(x_{j}^{2}\right)-\sum_{j=1}^{n} \tau_{i j}^{(k)} \psi\left(m_{i}\right)=0 \tag{3.19}
\end{equation*}
$$

It is worth noting that the underlined $\Omega_{i}$ in (3.19) refers to (3.17). Thus, by replacing $\Omega_{i}$ from (3.17) in second term of (3.19), yields $-\sum_{j=1}^{n} \tau_{i j}^{(k)}$. Therefore, the simplified expression is given by

$$
\begin{equation*}
\sum_{j=1}^{n} \tau_{i j}^{(k)}\left[\log \left(\Omega_{i}\right)-\log \left(x_{j}^{2}\right)\right]=\sum_{j=1}^{n} \tau_{i j}^{(k)}\left[\log \left(m_{i}\right)-\psi\left(m_{i}\right)\right] \tag{3.20}
\end{equation*}
$$

Rearranging (3.20) with respect to $m_{i}$, it obtains that

$$
\begin{equation*}
\log \left(m_{i}\right)-\psi\left(m_{i}\right)=\frac{\sum_{j=1}^{n} \tau_{i j}^{(k)}\left[\log \left(\Omega_{i}\right)-\log \left(x_{j}^{2}\right)\right]}{\sum_{j=1}^{n} \tau_{i j}^{(k)}} \tag{3.21}
\end{equation*}
$$

Now, (3.21) can be rewritten as

$$
\begin{equation*}
\log \left(m_{i}\right)-\psi\left(m_{i}\right)=\Delta_{i}^{k}, \tag{3.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{i}^{k}=\frac{\sum_{j=1}^{n} \tau_{i j}^{(k)}[\overbrace{\log \left(\Omega_{i}\right)-\log \left(x_{j}^{2}\right)}^{h}]}{\sum_{j=1}^{n} \tau_{i j}^{(k)}} . \tag{3.23}
\end{equation*}
$$

Here, note that (3.23) requires knowledge of $\Omega_{i}$, which was computed previously by using (3.17). In addition, notice that the term $h$ in (3.23) is the difference of arithmetic and geometric means, hence $\Delta_{i}^{k}$ will always assume only positive values ${ }^{[2]}$. Now, to find the $m_{i}$ parameter, it is necessary to solve the nonlinear equation (3.22), which does not lead to a closed-form solution. Because of this, the term $\psi(z)$ is approximated by an asymptotic expansion defined as in [149, Eq. (6.3.18)] by

$$
\begin{equation*}
\psi(z) \sim \log (z)-\frac{1}{2 z}-\frac{1}{12 z^{2}}+\frac{1}{120 z^{4}}-\frac{1}{252 z^{2}}+\cdots \tag{3.24}
\end{equation*}
$$

By using the second order approximation $\psi(z) \approx \log (z)-\frac{1}{2 z}-\frac{1}{12 z^{2}}$ into (3.22), and solving the quadratic equation for $m_{i}$, this parameter is obtained in a straightforward manner by

$$
\begin{equation*}
m_{i}^{(k+1)}=\frac{1+\sqrt{1+\frac{4 \Delta_{i}^{k}}{3}}}{4 \Delta_{i}^{k}} \tag{3.25}
\end{equation*}
$$

Due to the fact that the parameter $m_{i}$ only assumes positive values, the negative solution is discarded. Furthermore, it is necessary that $m_{i}>0$. Therefore, since both $h$ and the responsibilities $\tau_{i j}$ are positive in (3.23), the non-negativity of $\Delta_{i}^{k}$ is guaranteed in (3.25). For more information about non-negative property of the logarithmic ratio of the arithmetic mean to the geometric mean in (3.23), the reader can refer to [149, Eq. (3.2.1)].

Algorithm 1 depicts our Nakagami- $m$ Mixture Model based on EM. Here, note that both the responsibility $\tau_{2 j}^{k}$ and the weighting coefficient $\omega_{2}^{k+1}$ are computed from the difference between the unit and the $\tau_{1 j}^{k}$, and $\omega_{1}^{k+1}$ parameters, respectively. This is because the algorithm uses the EM-NMM for mixing two Nakagami- $m$ distributions, so it turns out that $\omega_{1}+\omega_{2}=1$. In addition, the relative tolerance method is employed as a stop criterion. Also, this approach computes the difference between the new estimation and the old one for each of the variables, and divide it by the previous (old) value of the variable. The algorithm stops when a relative tolerance in both variables is lower than the threshold. For our approximation, a threshold value of $1 \times 10^{-3}$ is considered to ensure that there is no significant change between the current and the old parameter estimate over successive iterations. Finally, as will be shown later, the proposed approximation can directly be extended to the performance analysis evaluation in which sum of RVs occurs.
${ }^{[2]} \quad$ As will be seen later, the non-negativity of $\Delta_{i}^{k}$ is necessary to be able to solve the equation in (3.22)

Algorithm 1: EM procedural algorithm to estimate $\omega_{i}, \Omega_{i}$, and $m_{i}$ of Nakagami-m Finite Mixture weighted PDFs
Input: observed data $\rightarrow X$, threshold $\rightarrow \epsilon, \omega_{1}, \Omega_{i}$, and $m_{i}$, for $i=1,2$.
Output: $\omega_{i}, \Omega_{i}$, and $m_{i}$, for $i=1,2$.
$\omega_{2}=1-\omega_{1} ;$
$k=1 ;$
$n=$ length $(X) ;$
while $\Lambda \Omega_{i} \& \& \Lambda m_{i}<\epsilon$ do
E step:
for $j=1 ; j<n ; j++$ do
$\mathcal{P}_{1 j}=\phi_{1}\left(X_{j} ; \Omega_{1}^{k}, m_{1}^{k}\right) ;$
$\mathcal{P}_{2 j}=\phi_{2}\left(X_{j} ; \Omega_{2}^{k}, m_{2}^{k}\right) ;$
$\tau_{1 j}^{k}=\frac{\omega_{1}^{k} \times \mathcal{P}_{1 j}}{\omega_{1}^{k} \times \mathcal{P}_{1 j}+\omega_{2}^{k} \times \mathcal{P}_{2 j}} ;$
$\tau_{2 j}^{k}=1-\tau_{1 j}^{k} ;$
end
M step:
$\Delta_{1}^{k}=\frac{\sum_{l=1}^{n} \tau_{1 l}^{k}\left(\log \left(\Omega_{1}^{k}\right)-\log \left(X_{l}^{2}\right)\right)}{\sum_{l=1}^{n} \tau_{1 l}^{k}} ;$
$\Delta_{2}^{k}=\frac{\sum_{l=1}^{n} \tau_{2 l}^{k}\left(\log \left(\Omega_{2}^{k}\right)-\log \left(X_{l}^{2}\right)\right)}{\sum_{l=1}^{n} \tau_{2 l}^{k}} ;$
$\Omega_{1}^{k+1}=\frac{\sum_{l=1}^{n} \tau_{l}^{k} \times X_{l}^{2}}{\sum_{l=1}^{n} \tau_{1 l}^{k}} ;$
$\Omega_{2}^{k+1}=\frac{\sum_{l=1}^{n} \tau_{2 l}^{k} \times X_{1}^{2}}{\sum_{l=1}^{n} \tau_{2 l}^{k}} ;$
$m_{1}^{k+1}=\frac{1+\sqrt{1+\frac{4 \Delta_{1}^{k}}{3}}}{4 \Delta_{1}^{k}} ;$
$m_{2}^{k+1}=\frac{1+\sqrt{1+\frac{4 \Delta_{2}^{k}}{3}}}{4 \Delta_{2}^{k}} ;$
$\omega_{1}^{k+1}=\sum_{l=1}^{n} \tau_{1 l}^{k} / n ;$
$\omega_{2}^{k+1}=1-\omega_{1}^{k+1} ;$
$k=k+1 ;$
end
Stop Criterion Notation:
$\Lambda m_{i}=\left|\left(m_{i}^{(k+1)}-m_{i}^{(k)}\right) / m_{i}^{k}\right|$
$\Lambda \Omega_{i}=\left|\left(\Omega_{i}^{(k+1)}-\Omega_{i}^{(k)}\right) / \Omega_{i}^{k}\right|$

### 3.1.2 3 Application: Average Bit Error Probability

## ABEP approximations

As shown in section (2.3.3.1), the exact solution of the ABEP for multibranch combining receivers involves multiple integrals in its evaluation. Therefore, a simple and tight approximations of the ABEP for coherent and non-coherent modulation schemes is introduced. For this purpose, one can replace the exact PDF $f_{R}(r)$ in (2.60) by the approximate PDF $f_{X}(x ; \Psi)$ obtained in (3.9) and $P_{e}(r)$ by (2.62) and (2.63) for non-coherent and coherent modulations, respectively. Next, the ABEP approximations for non-coherent and coherent modulations are given by the following proposition.

Proposition 1. The ABEP for non-coherent and coherent modulations of EGC multibranch receivers can be obtained as (3.26) and (3.27), respectively.

$$
\begin{gather*}
P_{e} \approx \sum_{i=1}^{2} \frac{\frac{\omega_{i}}{2}\left(\frac{m_{i}}{\Omega_{i}}\right)^{m_{i}}}{\left(\frac{E_{b} g}{N_{0}}+\frac{m_{i}}{\Omega_{i}}\right)^{m_{i}}},  \tag{3.26}\\
P_{e} \approx \sum_{i=1}^{2} \frac{\omega_{i} \Gamma\left(2 m_{i}\right)_{2} F_{1}\left(m_{i}, \frac{1}{2}+m_{i} ; 1+m_{i} ;-\frac{1}{\frac{\Omega_{i} g E_{b}}{m_{i} N_{0}}}\right)}{\Gamma\left(m_{i}\right)\left(\frac{4 \Omega_{i} g E_{b}}{m_{i} N_{0}}\right)^{m_{i}}} . \tag{3.27}
\end{gather*}
$$

Proof. The proof is provided in Appendix A.1.

Note that our ABEP formulations in terms of mathematical complexity are as treatable as those approaches that use a single distribution for the approximation to the sum of RVs, because NMM is a linear combination of independent Nakagami- $m$ distributions.

High and Low SNR Regime Analysis In order to simplify the SNR analysis, the main concern in this section is to derive both asymptotic closed-form expressions for high SNR, and formulations at low SNR regime for $P_{e}$ shown in (3.26) and (3.27). It is worth mentioning that the asymptotic analysis has been widely studied in both Outage Probability and Bit Error Probability at high SNR regime (see, for example, [150], [151], and the references therein). So, this approach mainly focuses on the asymptotic analysis in the high SNR regime for the ABEP in both coherent and non-coherent modulations. Furthermore, the expressions for the aforesaid modulations in the low SNR regime are also derived. These results are presented as follows.

Proposition 2. The ABEP expression for non-coherent and coherent modulations in low SNR regime can be obtained as (3.28) and (3.29), respectively.

$$
\begin{equation*}
P_{e} \approx \sum_{i=1}^{2} \frac{\omega_{i} / 2}{1+g \Omega_{i}\left(\frac{E_{b}}{N_{0}}\right)+\frac{g^{2}\left(m_{i}-1\right) \Omega_{i}^{2}}{2 m_{i}}\left(\frac{E_{b}}{N_{0}}\right)^{2}}, \tag{3.28}
\end{equation*}
$$

$$
\begin{equation*}
P_{e} \approx \sum_{i=1}^{2} \frac{\omega_{i} \Gamma\left(2 m_{i}\right)\left[\frac{\Gamma\left(\frac{1}{2}\right)}{\Gamma\left(m_{i}+\frac{1}{2}\right)}\right]}{\Gamma\left(m_{i}\right) 4^{m_{i}}(z+1)^{m_{i}}} . \tag{3.29}
\end{equation*}
$$

Proof. The proof is provided in Appendix A.2.
Proposition 3. The ABEP expression for non-coherent and coherent modulations in high SNR regime can be formulated as (3.30) and (3.31), respectively.

$$
\begin{gather*}
P_{e} \approx \frac{1}{\left(\frac{E_{b}}{N_{0}}\right)^{m}}\left[\frac{\omega}{2}\left(\frac{m}{g \Omega}\right)^{m}\right],  \tag{3.30}\\
P_{e} \approx \frac{1}{\left(\frac{E_{b}}{N_{0}}\right)^{m}}\left[\frac{\omega \Gamma(2 m)}{\Gamma(m)\left(\frac{4 \Omega g}{m}\right)^{m} \Gamma(1+m)}\right] . \tag{3.31}
\end{gather*}
$$

where $m$ is equal to the lower value between the parameters $m_{1}$, and $m_{2}$, i.e., $m=\min \left\{m_{1}, m_{2}\right\}$. Correspondingly, the coefficients $\omega$ and $\Omega$ are associated with the $m$ parameter index that meets the aforementioned condition.

Proof. The proof is provided in Appendix A.3.

Note that for the ABEP expression for coherent modulations in low and high SNR regimes, the hypergeometric function, i.e., ${ }_{2} F_{1}(\cdot, \cdot ; \cdot ; \cdot)$ disappears concerning the ABEP approximation given in (3.27). This fact makes such formulations mathematically more treatable than the proposed ABEP approximation.

Remark 1. In the high-SNR region, the ABEP can be characterized by the diversity order $G_{d}$ and the coding gain $G_{c}$. Therefore, from (2.7), it is defined $P_{e}^{\infty} \approx\left(G_{c} \frac{E_{b}}{N_{0}}\right)^{-G_{d}}$. In this context, based on (3.30), it can be inferred that $G_{c}=\left(\frac{g \Omega}{m}\right)\left(\frac{\omega}{2}\right)^{-1 / m}$, and $G_{d}=m$. Likewise, from (3.31), it results that $G_{c}=\left[\frac{\omega \Gamma(2 m)}{\Gamma(m)\left(\frac{4 g \Omega}{m}\right)^{m}}\right]^{-1 / m}$, and $G_{d}=m$. These parameters play a fundamental role in designing wireless communication system. For instance, the diversity order $D_{o}$ determines the slope of the ABEP versus average SNR curve, at high SNR, in a log-log scale. Moreover, the coding gain $G_{c}$ (in $d B)$ determines the shift of the curve in SNR relative to a benchmark ABEP curve of $\left(\frac{E_{b}}{N_{0}}\right)^{-G_{d}}$.

### 3.1.2.4 Numerical Examples and Discussions

In this section, in order to check the accuracy of our proposed approximations, numerical examples for EGC receivers over Nakagami-m fading channels in terms of ABEP are presented. The exact sum statistics have been computed via numerical integration with the use of (3.2a) and (3.5). Likewise, the exact solutions for the $A B E P$ in EGC reception are also plotted via numerical integration


Figure 3.2: PDF of the sum of twenty and thirty n.i.i.d. Nakagami- $m$ RVs. For $M=20, m_{i}=0.5$ for $i=1$ to $3, m_{i}=1$ for $i=4$ to $6, m_{i}=2$ for $i=7$ to $9, m_{i}=2.5$ for $i=8$ to $12, m_{i}=3$ for $i=13$ to 16 , and $m_{i}=3.5$ for $i=17$ to 20 . For $M=30, m_{i}=0.5$ for $i=1$ to $6, m_{i}=0.7$ for $i=7$ to $12, m_{i}=0.9$ for $i=13$ to $18, m_{i}=1$ for $i=19$ to 24 , and $m_{i}=1.5$ for $i=25$ to 30 .
from (2.60) with their respective substitutions. The comparison of our NMM approximation against the approaches given in [48] and [49] for the sum of Nakagami- $m$ RVs is also shown in the figures. In all the cases of this section, it is employed envelopes with unit-power, and the samples values of $m_{i}$ have been selected to cover a wide range of fading. It is noteworthy that, here, only the i.n.i.d. cases are plotted, because for the i.i.d. cases, the proposed approximations are practically indistinguishable from the exact solutions.

Firstly, to demonstrate the ability of NMM approach to evaluate the expressions for large $M$, nonidentical summands are considered in Fig. 3.2, where the number of RV is set to 20, and 30. For these scenarios, the corresponding fading parameters are given by: Case I $(M=20)$ : $m_{i}=0.5$ for $i=1$ to $3, m_{i}=1$ for $i=4$ to $6, m_{i}=2$ for $i=7$ to $9, m_{i}=2.5$ for $i=8$ to $12, m_{i}=3$ for $i=13$ to 16 , and $m_{i}=3.5$ for $i=17$ to 20 , and Case II ( $M=30$ ): $m_{i}=0.5$ for $i=1$ to $6, m_{i}=0.7$ for $i=7$ to $12, m_{i}=0.9$ for $i=13$ to $18, m_{i}=1$ for $i=19$ to 24 , and $m_{i}=1.5$ for $i=25$ to 30 . As can be seen for $M=20$, the differences among the exact, the approach of [49], the proposal of [48], and our approximate curves are almost imperceptible. Notice that the small difference are reduced even further as $M$ increases. On the other hand, for the case of $M=30$, the results of the proposed approximate in [48] (e.g., $16<r<18$ ) are slightly poorer than the others.

Next, Figs. 3.3a and 3.3b show the ABEP against the average output SNR for BFSK (coherent), and DBPSK (non-coherent) modulations for EGC receivers, respectively. For both figures, it is considered three branches (i.e., $M=3$ ) with different values of $m_{i}$ to cover the special cases of fading in the Nakagami- $m$ distribution as follows: Case III: $\left(m_{1}, m_{2}, m_{3}\right)=(0.5,0.7,0.9)$, Case IV (Rayleigh): $\left(m_{1}, m_{2}, m_{3}\right)=(1,1,1)$, and Case $V:\left(m_{1}, m_{2}, m_{3}\right)=(1.5,2,2.5)$. Note that when the signals have
smaller fading severities, the proposed NMM approximation, and the approach in [49] are excellent. In the opposite scenario, i.e., signals with greater fading severities, there are a small gap regarding the exact solution; however, both approximate solutions are still very good. Therefore, the behavior of our approaches is very accurate in all of three cases, and outperforms the approximation given in [48]. In short, the proposed approximation presents a similar behavior to the results in [49] for all fading scenarios considering the same order of diversity (i.e., $M=3$ ) in all the cases shown.

Then, the ABEP at the output of an ECG combiner with $M=4,6$, and 8 diversity branches is analyzed. Figs. 3.4 a and 3.4 b show the results of these cases for coherent and non-coherent modulation schemes respectively. Here, in order to demonstrate the robustness of the proposed approximations, it is considered only small values of fading. Based on this, for both figures, the corresponding fading parameters are given by: Case VI: $\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=(0.5,0.7,0.9,1)$, Case VII: $\left(m_{1}, m_{2}, m_{3}, m_{4}, m_{5}, m_{6}\right)=(0.5,0.7,0.9,1,1.5,2)$, and Case VIII: $\left(m_{1}, m_{2}, m_{3}, m_{4}, m_{5}, m_{6}, m_{7}, m_{8}\right)=$ ( $0.5,0.7,0.9,1,1.5,2,2.5,3$ ). As can be seen in all cases, the approximations achieved with our MNM agree completely with the exact solution. Here, it is worth mentioning that in all scenarios our approximations behave similarly to those presented in [49] for low values of diversity, but slightly worse than that given by [49] as the number of branches increases. The reason for this small difference is because the $\alpha-\mu$ distribution used in [49] to approximate the sum of Nakagami-m RVs has one degree of freedom more than Nakagami-m. On the other hand, the approach of [48], although good, again is notably outperformed by our proposal. Moreover, from both figures, it is interesting to note that the ABEP performance improves rapidly for high values of branches or high values of SNR at output receiver, while for low values of diversity, the ABEP increases significantly.

Henceforth, only the approach in [49], and our approximations are presented. The reason for this decision is that these approximations are perfectly matched with the exact solutions as can be seen in the previous analysis (see, for instance, Figs. 3.3 and 3.4). Figs. 3.5 and 3.6 denote the SNR regime analysis for both coherent and non-coherent modulations, considering the cases VI, VII, and VIII previously presented. In Figs. 3.5b and 3.6b, the ABEP at high SNR is plotted for coherent and non-coherent modulations respectively. It is shown that the asymptotic performances are well aligned to both the approach in [49], and our approximations. As expected, the ABEP decreases with the increase of $M$. In the same figures, the diversity order, theoretically defined as $D=\lim _{S N R \rightarrow \infty}\left[-\log \left(P_{e}\right) / \log (\mathrm{SNR})\right]^{[3]}[152]$ is also shown as a function of the SNR for different values of $M$. As depicted in these figures, as the SNR goes to infinity, the diversity order $D$ approaches $G_{d}=\min \left\{m_{1}, m_{2}\right\}$ (with $M=\{4,6,8\}$ ), verifying the mathematical results presented in Remark 1.
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(a) Average Bit Error Probability for coherent Binary Frequency-Shift Keying of EGC receivers operating on $M=3$ n.i.i.d. Nakagami- $m$ fading channels, assuming $\Omega_{i}=1$, and varying $m_{i}$.

(b) Average Bit Error Probability for Differential Binary Phase-Shift Keying of EGC receivers operating on $M=3$ n.i.i.d. Nakagami- $m$ fading channels, assuming $\Omega_{i}=1$, and varying $m_{i}$.

Figure 3.3: Average Bit Error Probability for coherent and non-coherent modulations of EGC receivers over $M=3$ Nakagami- $m$ RVs.

(a) Average Bit Error Probability for coherent Binary Frequency-Shift Keying of EGC receivers operating on $M=4,6$, and 8 n.i.i.d. Nakagami- $m$ fading channels, assuming $\Omega_{i}=1$, and varying $m_{i}$.

(b) Average Bit Error Probability for Differential Binary Phase-Shift Keying of EGC receivers operating on $M=$ 4,6 , and 8 n.i.i.d. Nakagami- $m$ fading channels, assuming $\Omega_{i}=1$, and varying $m_{i}$.

Figure 3.4: Average Bit Error Probability for coherent and non-coherent modulations of EGC receivers over $M=4,6$, and 8 Nakagami- $m$ RVs.

Tabla 3.1: Comparison of computational efforts between the exact and approximate solutions.

| Statistic | Average Elapsed Time (sec.) <br> Exact <br> Solution | Proposed <br> Approximation | Reduction <br> Percentage (\%) |
| :---: | :---: | :---: | :---: |
| PDF |  |  |  |
| $M=20$ | 609.90 | 2.44 | 99.60 |
| $M=30$ | $2,229.67$ | 2.63 | 99.88 |
| ABEP |  |  |  |
| $M=3$ | 217.31 | 2.14 | 99.02 |
| $M=4$ | 786.73 | 2.17 | 99.72 |
| $M=6$ | $49,281.55$ | 2.19 | 100 |
| $M=8$ | $277,555.92$ | 2.24 | 100 |

Regarding the proposed expressions at low SNR regime, the Figs. 3.5a and 3.6a show the ABEP for non-coherent and coherent modulation schemes respectively. Note that the observed performances of the formulations for this scenario lose their accuracy with respect to the solutions given in (3.28) and (3.29). However, it is encouraged the use of these latter expressions, since they are mathematically as treatable as those solutions derived for low SNR regime. In summary, the results show the expected behavior, that is, the ABEP metric improves by increasing the diversity order and/or improving the fading/shadowing conditions. It is worth mentioning that the carried out tests for other fading conditions showed an excellent fitting in all the cases investigated.

For informative purposes, the Fig. 3.7 presents the computational consuming time of all the approaches shown above. In this context, to circumvent very long simulation times in the evaluation of the exact solution, parallel processing has been used with Wolfram Mathematica. The box plots in Figs. 3.7a and 3.7b denote the Average elapsed time to obtain the combined envelope for $M=\{20,30\}$, and the ABEP for $M=\{4,6,8\}$ in EGC respectively. From both figures, the reader can observe that approach in [48] corresponds to the fastest envelope computation, but certainly its performance is the worst among all approximations. Likewise, the approach in [49] shows an excellent computational speed in all cases, and its behavior is as good as the proposed approximation in this work. Furthermore, it is clear in both figures that the average times of the approaches in [48] and [49] tend to grow rapidly with the number of branches. For instance, the average elapsed times to compute the PDF for $M=20$, and $M=30$ RVs for both the approach in [49], and our approximation are (Case $M=20: 1.51 \mathrm{sec}$., and 2.23 sec .), and (Case $M=30: 7.45 \mathrm{sec}$., and 2.58 sec.), respectively. So, it is clear that the simulation time of our approximation for the complete set of examples is practically constant in the range of 2.2-2.6 seconds, being independent of the number of RVs.

In order to verify the speed of real-time computations, a complete summary between the exact and the proposed approximation has been made in Table 3.1 for both the resulting PDF and the ABEP in EGC technique. It is worth noting that, our proposed method reduces the computational effort above $99 \%$ in all the illustrated examples with respect the exact solution.

(a) Low-SNR analysis of Average Bit Error Probability for Differential Binary Phase-Shift Keying of EGC receivers operating on $M=4,6$, and 8 n.i.i.d. Nakagami- $m$ fading channels, assuming $\Omega_{i}=1$, and varying $m_{i}$.

(b) High-SNR analysis of Average Bit Error Probability for coherent Binary Frequency-Shift Keying of EGC receivers operating on $M=4,6$, and 8 n.i.i.d. Nakagami- $m$ fading channels, assuming $\Omega_{i}=1$, and varying $m_{i}$.

Figure 3.5: SNR regime analysis of the Average Bit Error Probability for coherent and non-coherent modulations of EGC receivers over $M=4,6$, and 8 Nakagami- $m$ RVs.

(a) Low-SNR analysis of Average Bit Error Probability for coherent Binary Frequency-Shift Keying of EGC receivers operating on $M=4,6$, and 8 n.i.i.d. Nakagami- $m$ fading channels, assuming $\Omega_{i}=1$, and varying $m_{i}$.

(b) High-SNR analysis of Average Bit Error Probability for Differential Binary Phase-Shift Keying of EGC receivers operating on $M=4,6$, and 8 n.i.i.d. Nakagami- $m$ fading channels, assuming $\Omega_{i}=1$, and varying $m_{i}$.

Figure 3.6: SNR regime analysis of the Average Bit Error Probability for coherent and non-coherent modulations of EGC receivers over $M=4,6$, and 8 Nakagami- $m$ RVs.

(a) Average elapsed time to compute the resulting PDF for $M=20$, and 30 n.i.i.d. Nakagami-m RVs.

(b) Average elapsed time to evaluate the ABEP of EGC receivers operating on $M=6$, and 8 n.i.i.d. Nakagami- $m$ RVs.

Figure 3.7: Average elapsed time for both the PDF and ABEP in EGC varying the number of branches.

Finally, the results of our approaches in the evaluation of both the PDF and the ABEP with large $M$ prove to be the fastest in real-time computations those presented in [48] and [49]. This fact, makes our NMM proposal attractive in applications for which sum of RVs occur such as Multiple Input Multiple Output (MIMO), Single Input Multiple Output (SIMO) among others.

### 3.1.3 Generalized Approximation Approach

Here, this work proposes a unified approach to approximate the PDF and CDF of the exact sum given in (3.1), where $R_{i}$ follows a generalized fading model. Specifically, given any chosen model, the approximate solution's parameters are fit by matching its asymptotic behavior around zero to that of the exact sum. Based on this, this approach is called asymptotic matching. In addition, if the approximate solution has three or more parameters to be calibrated, one or more moments of the exact and approximate sum are also matched to one another (method well-known as MoM). Before introducing the proposed approximation, both the statistical properties and the asymptotic characterization of a generalized fading model are revisited.

### 3.1.3.1 Background Statistics

The asymptotic matching method can be applied to generalized fading models, including $\alpha-\mu, \kappa-\mu$, $\eta-\mu, \kappa-\mu$ shadowed, among others. Without loss of generality, this work focuses on approximating the sum of $\kappa-\mu$ RVs. However, the theoretical framework developed in this section can be used to approximate the sum of any fading model mentioned above.

Summands' Statistics Here, for a better understanding, the $\kappa-\mu$ fading model associated to the summands are introduced. From (2.30), the PDF of each $\kappa-\mu$ summand $R_{i}$ in (3.1) is give by

$$
\begin{equation*}
f_{R_{i}}(r)=\frac{2 \mu_{i}\left(1+\kappa_{i}\right)^{\frac{1+\mu_{i}}{2}} r^{\mu_{i}}}{\kappa_{i}^{\frac{\mu_{i}-1}{2}} \Omega_{i}^{\frac{\mu_{i}+1}{2}} \exp \left(\mu_{i} \kappa_{i}\right)} \exp \left(-\frac{\mu_{i}\left(1+\kappa_{i}\right) r^{2}}{\Omega_{i}}\right) I_{\mu_{i}-1}\left(2 \mu_{i} r \sqrt{\frac{\kappa_{i}\left(1+\kappa_{i}\right)}{\Omega_{i}}}\right) . \tag{3.32}
\end{equation*}
$$

The $n$-th moment of $R_{i}$ in (3.32) can be obtained as [127]

$$
\begin{equation*}
\mathbb{E}\left[R_{i}^{n}\right]=\frac{\Gamma\left(\mu_{i}+\frac{n}{2}\right) \exp \left[-\kappa_{i} \mu_{i}\right] \Omega_{i}^{\frac{n}{2}}}{\Gamma\left(\mu_{i}\right)\left[\left(1+\kappa_{i}\right) \mu_{i}\right]^{n / 2}}{ }_{1} F_{1}\left(\mu_{i}+\frac{n}{2} ; \mu_{i} ; \kappa_{i} \mu_{i}\right) . \tag{3.33}
\end{equation*}
$$

Summands' Asymptotic Statistics Here, it is obtained Maclaurin series representations for the $\kappa-\mu$ PDF. This representation is essential to the asymptotic matching approach. Assume that the PDF of $R_{i}$ has a Maclaurin series representation written as

$$
\begin{equation*}
f_{R_{i}}(r)=\sum_{n=0}^{\infty} a_{i, n} r_{i}^{b_{i, n}}, \tag{3.34}
\end{equation*}
$$

in which $b_{i, n}$ is a monotonically increasing function with respect to $n$ and the coefficients $a_{i, n}$ and $b_{i, n}$ depend on the fading model used. Specifically, for the $\kappa$ - $\mu$ case, the Maclaurin series representation is given in the following proposition.

Proposition 4. The Maclaurin series coefficients $a_{i, n}$ and $b_{i, n}$ for $\kappa-\mu$ distribution are given by

$$
\begin{align*}
& a_{i, n}=\frac{2 \mu_{i}\left(1+\kappa_{i}\right)^{\frac{1+\mu_{i}}{2}}(-1)^{n}}{\kappa_{i}^{\frac{\mu_{i}-1}{2}} \Omega_{i}^{\frac{\mu_{i}+1}{2}} \exp \left(\mu_{i} \kappa_{i}\right) \Gamma(1+n)^{2} \Gamma\left(n+\mu_{i}\right)}\left(\frac{\mu_{i}\left(1+\kappa_{i}\right)}{\Omega_{i}}\right)^{n}\left(\mu_{i} \sqrt{\frac{\kappa_{i}\left(1+\kappa_{i}\right)}{\Omega_{i}}}\right)^{2 n+\mu_{i}-1}  \tag{3.35a}\\
& b_{i, n}=2\left(\mu_{i}+2 n\right)-1 . \tag{3.35b}
\end{align*}
$$

Proof. The proof is provided in Appendix B.1.

As shall become apparent, our asymptotic-matching approach turns out to depend solely on the first term of the above series, i.e., on $a_{i, 0}$ and $b_{i, 0}$. This occurs because this term has the smallest exponent in the series ( $=b_{i, 0}$ ) and thus dominates the asymptotic behavior around zero, i.e., in the left tail of the PDF. Recall that the PDF's asymptote around zero governs the high-SNR performance of a communication system operating over a channel modeled by that PDF, as shown in [117]. Therefore, ultimately, the goal is to achieve a good fit at medium to high SNR.

## Summands-to-Sum Asymptotic Mapping

Now, consider the Maclaurin series representation for the PDF of the exact sum $R$ given in (3.1) as:

$$
\begin{equation*}
f_{R}(r)=\sum_{n=0}^{\infty} a_{n} r^{b_{n}} \tag{3.36}
\end{equation*}
$$

Here, the approach is interested in the first term alone, which rules the asymptotic behavior around zero, i.e.,

$$
\begin{equation*}
f_{R}(r) \simeq a_{0} r^{b_{0}} \tag{3.37}
\end{equation*}
$$

Next, closed-form expressions for $a_{0}$ and $b_{0}$ as a function of the coefficients $a_{i, 0}$ and $b_{i, 0}$ for the summands are derived. Since the PDF of $R$ is given as the convolution of the individual PDFs of $R_{i}$, it can be represented in terms of the corresponding Maclaurin series in (3.34) as

$$
\begin{equation*}
f_{R}(r)=\sum_{n_{1}=0}^{\infty} \sum_{n_{2}=0}^{\infty} \cdots \sum_{n_{M}=0}^{\infty} a_{1, n_{1}} r^{b_{1, n_{1}}} \otimes a_{2, n_{2}} r^{b_{2, n_{2}}} \otimes \cdots \otimes a_{M, n_{M}} r^{b_{M, n_{M}}} \tag{3.38}
\end{equation*}
$$

Also, it can be shown that, for each set of terms in (3.38), $a_{1, n_{1}} r^{b_{1, n_{1}}}, \ldots, a_{M, n_{M}} r^{b_{M, n_{M}}}$, the convolution among them results in a term with the same format, i.e.,

$$
\begin{align*}
a_{1, n_{1}} r^{b_{1, n_{1}}} \otimes \cdots \otimes a_{M, n_{M}} r^{b_{M, n_{M}}} & =a r^{b} \\
& \triangleq a_{\left(n_{1}, n_{2}, \ldots, n_{M}\right)} r^{b_{\left(n_{1}, n_{2}, \ldots, n_{M}\right)}} \tag{3.39}
\end{align*}
$$

Note that each term resulting from the convolution has contributions of all summands, so one can express $a$ and $b$ as a function of $n_{1}, n_{2}, \ldots, n_{M}$. As known, this convolution can be expressed as a product in the Laplace domain, the inverse of which gives $a r^{b}$. By taking the Laplace transform of each summand term in (3.39), it follows that

$$
\begin{equation*}
\mathcal{L}\left\{a_{i, n_{i}} r^{b_{i, n_{i}}}\right\}=\frac{a_{i, n_{i}} \Gamma\left(1+b_{i, n_{i}}\right)}{s^{1+b_{i, n_{i}}}} \tag{3.40}
\end{equation*}
$$

Therefore, from (3.40), (3.39) can be rewritten as

$$
\begin{align*}
a r^{b} & =\mathcal{L}^{-1}\left\{\prod_{i=1}^{M} \frac{a_{i, n_{i}} \Gamma\left(1+b_{i, n_{i}}\right)}{s^{1+b_{i, n_{i}}}}\right\} \\
& =\frac{\prod_{i=1}^{M} a_{i, n_{i}} \Gamma\left(1+b_{i, n_{i}}\right)}{\Gamma\left(M+\sum_{i=1}^{M} b_{i, n_{i}}\right)} r^{(M-1)+\sum_{i=1}^{M} b_{i, n_{i}}} \tag{3.41}
\end{align*}
$$

so the coefficients $a$ and $b$ are obtained as

$$
\begin{align*}
a & =\frac{\prod_{i=1}^{M}\left[a_{i, n_{i}} \Gamma\left(1+b_{i, n_{i}}\right)\right]}{\Gamma\left(M+\sum_{i=1}^{M} b_{i, n_{i}}\right)}  \tag{3.42a}\\
b & =(M-1)+\sum_{i=1}^{M} b_{i, n_{i}} . \tag{3.42b}
\end{align*}
$$

Considering that each term $b_{i, n_{i}}$ is a monotonically increasing function with respect to $n_{i}$, the smallest value of $b$ in (3.42b) occurs for $n_{1}=n_{2}=\cdots=n_{M}=0$. Accordingly, $a_{0}$ and $b_{0}$ can be finally calculated as

$$
\begin{align*}
& a_{0}=\frac{\prod_{i=1}^{M}\left[a_{i, 0} \Gamma\left(1+b_{i, 0}\right)\right]}{\Gamma\left(M+\sum_{i=1}^{M} b_{i, 0}\right)}  \tag{3.43a}\\
& b_{0}=(M-1)+\sum_{i=1}^{M} b_{i, 0} . \tag{3.43b}
\end{align*}
$$

This result plays a pivotal role in our proposed approximation.

## Summands-to-Sum Moment Mapping

As mentioned previously, if the approximate distribution has three or more parameters to be fit (e.g., $\kappa-\mu$ case), the $n$-th moment of the exact sum is needed. From [48, Eq. (6)], the $n$-th moment of $R$ can be expressed in terms of the individual moments of the summands as

$$
\begin{equation*}
\mathbb{E}\left[R^{n}\right]=\sum_{n_{1}=0}^{n} \sum_{n_{2}=0}^{n_{1}} \cdots \sum_{n_{M-1}=0}^{n_{M-2}}\binom{n}{n_{1}}\binom{n_{1}}{n_{2}} \cdots\binom{n_{M-2}}{n_{M-1}} \mathbb{E}\left[R_{1}^{n-n_{1}}\right] \mathbb{E}\left[R_{2}^{n_{1}-n_{2}}\right] \cdots \mathbb{E}\left[R_{M}^{n_{M-1}}\right] \tag{3.44}
\end{equation*}
$$

where the required individual moments $\mathbb{E}\left[R_{i}^{n}\right]$ for the $\kappa-\mu$ case is given in (3.33).

### 3.1.3.2 Proposed Framework and Approximation

In this section, an approach that can be used to calibrate the distribution parameters of any candidate statistical model expected to approximate a sum of i.n.i.d., non-negative RVs is presented. As seen later, the proposed approach can be used when dealing with sums of $\kappa-\mu$ RVs.

Let $\tilde{R}$ be the RV whose PDF is assumed to approximate the PDF of the exact sum $R$. To avoid confusion, $\tilde{R}$ refers to the approximate sum. In addition, let $\tilde{a}_{0} r^{b_{0}}$ be the asymptote - i.e., the first term of the Maclaurin series - of $f_{\tilde{R}}(r)$. The essence of our approach is to adjust the parameters of $f_{\tilde{R}}(r)$ so that its asymptote matches that of $f_{R}(r)$, i.e., $\tilde{a}_{0} r^{\tilde{b}_{0}}=a_{0} r^{b_{0}}$. This is the reason because the approach is named asymptotic matching.

The asymptotic matching provides two equations to calibrate the parameters of a chosen approximate distribution: $\tilde{a}_{0}=a_{0}$ and $\tilde{b}_{0}=b_{0}$. So these equations suffice when the approximate distribution has only two parameters, such as the Weibull and Nakagami-m approximations. But certain approximate distributions may have three or more parameters. For instance, the $\alpha-\mu, \kappa-\mu, \eta-\mu$ approximate distributions have three parameters each, namely and respectively, $(\tilde{\alpha}, \tilde{\mu}, \tilde{\Omega}),(\tilde{\kappa}, \tilde{\mu}, \tilde{\Omega})$, and $(\tilde{\eta}, \tilde{\mu}, \tilde{\Omega})$. In these cases, an extra equation is needed to calibrate the parameters. Here, it is suggested that this equation be obtained by matching a certain $n$-th moment of the approximate sum to that of the exact sum, i.e., by forcing $\mathbb{E}\left[\tilde{R}^{n}\right]=\mathbb{E}\left[R^{n}\right]$, with $n$ integer. It is noteworthy that, whereas the asymptotic matching ensures an excellent fit - asymptotically perfect, indeed - in the left tail of the PDF, the extra moment matching improves the fit in its right tail. More generally, for approximate distributions containing $L>3$ parameters (e.g., shadowed versions of the generalized fading models), these can be calibrated using two equations from the asymptotic matching ( $\tilde{a}_{0}=a_{0}$ and $\tilde{b}_{0}=b_{0}$ ) and $L-2$ equations by matching multiple moments: $\mathbb{E}\left[\tilde{R}^{n_{1}}\right]=\mathbb{E}\left[R^{n_{1}}\right], \cdots, \mathbb{E}\left[\tilde{R}^{n_{L-2}}\right]=\mathbb{E}\left[R^{n_{L-2}}\right]$. Here again, the values of $n_{1}, \ldots, n_{L-2}$ can be chosen somewhat arbitrarily. Also, the higher these values, the better the fit in the right tail of the PDF.

In short, this research proposes to calibrate the parameters of any selected two-parameter approximate sum distribution by forcing the first two of the constraints

$$
\begin{align*}
\tilde{a}_{0} & =a_{0}  \tag{3.45a}\\
\tilde{b}_{0} & =b_{0}  \tag{3.45b}\\
\mathbb{E}\left[\tilde{R}^{n}\right] & =\mathbb{E}\left[R^{n}\right], \tag{3.45c}
\end{align*}
$$

and to adjust the parameters of any selected three-parameter approximate distribution by forcing all three constraints. Notice that the terms on the right-hand side of (3.45), namely, $a_{0}, b_{0}$, and $\mathbb{E}\left[R^{n}\right]$, refer to the exact sum, being given in (3.43a), (3.43b), and (3.44), and depending ultimately on the distribution parameters of the summands at hand. As for the terms on the left-hand side of (3.45), namely, $\tilde{a}_{0}, \tilde{b}_{0}$, and $\mathbb{E}\left[\tilde{R}^{n}\right]$, these must be obtained as a function of the parameters of the approximate distribution under consideration.

Next, as an illustrative example, consider the left-hand size of (3.45) for the $\kappa-\mu$ distribution. It is worth mentioning that for approximate distributions that have only two parameters of adjustment (e.g., Nakagami- $m$ and Weibull cases), the solution is obtained in closed-form fashion. Conversely, for approximate distributions with three or more parameters of fit (e.g., $\alpha-\mu, \eta-\mu, \kappa-\mu, \kappa-\mu$ shadowed cases), transcendental equations appear that have to be solved numerically, e.g., by using built-in routines of computing software such as Matlab and Mathematica.

## Sum of $\kappa-\mu$ Random Variables

Here, the proposed framework is employed to approximate the exact sum distribution given in (3.1), where $R_{i}$ is given by (3.32). Specifically, the sum of $\kappa-\mu$ RVs is aproximated by using another $\kappa-\mu \mathrm{RV}$. Therefore, $\tilde{R}$ is assumed to follow a $\kappa-\mu$ PDF, given by

$$
\begin{equation*}
f_{\tilde{R}}(r)=\frac{2 \tilde{\mu}(1+\tilde{\kappa})^{\frac{1+\tilde{\mu}}{2}} r^{\tilde{\mu}}}{\tilde{\kappa}^{\frac{\tilde{\mu}-1}{2}} \tilde{\Omega}^{\frac{\tilde{\mu}+1}{2}} \exp (\tilde{\mu} \tilde{\kappa})} \exp \left(-\frac{\tilde{\mu}(1+\tilde{\kappa}) r^{2}}{\tilde{\Omega}}\right) I_{\tilde{\mu}-1}\left(2 \tilde{\mu} r \sqrt{\frac{\tilde{\kappa}(1+\tilde{\kappa})}{\tilde{\Omega}}}\right) \tag{3.46}
\end{equation*}
$$

where $\tilde{\kappa}, \tilde{\mu}$, and $\tilde{\Omega}$ being the parameters to be determined by solving (3.45). For this purpose, $\tilde{a}_{0}$ and $\tilde{b}_{0}$ can be obtained from (3.35), with $n=0$, this yields

$$
\begin{align*}
& \tilde{a}_{0}=\frac{2 \tilde{\mu} \tilde{\kappa}^{\frac{1-\tilde{\mu}}{2}}(1+\tilde{\kappa})^{\frac{1+\tilde{\mu}}{2}}}{\Gamma(\tilde{\mu}) \tilde{\Omega}^{\frac{\tilde{\mu}+1}{2}} \exp (\tilde{\mu} \tilde{\kappa})}\left(\tilde{\mu} \sqrt{\frac{\tilde{\kappa}(1+\tilde{\kappa})}{\tilde{\Omega}}}\right)^{\tilde{\mu}-1}  \tag{3.47a}\\
& \tilde{b}_{0}=2 \tilde{\mu}-1 \tag{3.47b}
\end{align*}
$$

and from (3.33), the $n$-th moment of the approximate distribution is given by

$$
\begin{equation*}
\mathbb{E}\left[\tilde{R}^{n}\right]=\frac{\Gamma\left(\tilde{\mu}+\frac{n}{2}\right) \exp [-\tilde{\kappa} \tilde{\mu}] \tilde{\Omega}^{\frac{n}{2}}}{\Gamma\left(\tilde{\mu}_{i}\right)[(1+\tilde{\kappa}) \tilde{\mu}]^{n / 2}}{ }_{1} F_{1}\left(\tilde{\mu}+\frac{n}{2} ; \tilde{\mu} ; \tilde{\kappa} \tilde{\mu}\right) . \tag{3.48}
\end{equation*}
$$

Using (3.47) and (3.48) with $n=2$ into (3.45), the solution for the $\kappa-\mu$ case reduces $\mathrm{to}^{[4]}$

[^1]\[

$$
\begin{align*}
\tilde{\mu} & =\sum_{i=1}^{M} \mu_{i}  \tag{3.49a}\\
\tilde{\Omega} & =\mathbb{E}\left[R^{2}\right]  \tag{3.49b}\\
\frac{2 \tilde{\kappa}^{\frac{1-\tilde{\mu}}{2}}(1+\tilde{\kappa})^{\frac{1+\tilde{\mu}}{2}}}{\Gamma(\tilde{\mu}) \tilde{\Omega}^{\frac{\tilde{\beta}+1}{2}} \exp (\tilde{\mu} \tilde{\kappa})}\left(\tilde{\mu} \sqrt{\left.\frac{\tilde{\kappa}(1+\tilde{\kappa})}{\tilde{\Omega}}\right)^{\tilde{\mu}-1}}\right. & =\frac{\prod_{i=1}^{M}\left[\frac{2 \kappa_{i}^{\frac{1-\mu_{i}}{2}}\left(1+\kappa_{i}\right) \frac{1+\mu_{i}}{2} \Gamma\left(2 \mu_{i}\right)}{\Gamma\left(\mu_{i}\right) \Omega_{i}^{\frac{\mu_{i}+1}{2}} \exp \left(\mu_{i} \kappa_{i}\right)}\left(\mu_{i} \sqrt{\frac{\kappa_{i}\left(1+\kappa_{i}\right)}{\Omega_{i}}}\right)^{\mu_{i}-1}\right]}{\Gamma\left(2 \sum_{i=1}^{M} \mu_{i}\right)}, \tag{3.49c}
\end{align*}
$$
\]

where $\mathbb{E}\left[R^{2}\right]$ is given in (3.44) and only (3.49c) remaining to solved numerically for $\tilde{\kappa}$. Note that the parameters $\tilde{\mu}$ and $\tilde{\Omega}$ are given in a closed-form fashion.

### 3.1.3.3 Numerical Examples and Discussions

This section checks the accuracy of the proposed approximation through some numerical examples. The exact sum statistics are computed via numerical integration with the use of (3.2). As a term of comparison, the approximation in [51] based solely on MoM for the sum of $\kappa-\mu \mathrm{RVs}$ is also included. Next, the curves for both the PDF and the CDF are provided.

Before presenting the numerical results, an important remark is in order. It is necessary to provide some clear evidence that, for engineering purposes ${ }^{[5]}$, the proposed framework (asymptotic matching and, secondarily, moment matching) outperforms the traditional one (moment matching only) in calibrating the parameters of any distribution model selected to approximate a given fading sum. As mentioned before, the asymptote of the channel PDF around zero governs the high-SNR performance of a communications system operating over that channel, e.g., in terms of important metrics such as outage probability and bit-error rate [117]. So, by matching the asymptotes of the approximate and exact sums, a very good fit (asymptotically exact) is expected for such performance metrics at medium to high SNR - a paramount regime in practice. In such applications, the distribution's body and right tail play a minor role, if any.

All curves are presented as a function of the envelope $r$. In addition, the exact solutions are plotted with solid lines; the proposed approximations, with markers; and the MoM approximations [51], with dash-dotted lines.

Fig. 3.8 shows the PDF and CDF for the sum of three i.i.d. $\kappa-\mu$ RVs by varying $\mu_{i}$ for shape parameters $\Omega_{i}=1, \kappa_{i}=1.7$. First, note in Fig. 3.8 that, our proposed approximations render an excellent, asymptotically optimal fit at the left tail of the curves. This region becomes medium to high SNR
[5] By "engineering purposes" it means "regarding the performance of communications systems".


Figure 3.8: Sum of three i.i.d. $\kappa-\mu$ RVs by varying $\mu_{i}$ for $\Omega_{i}=1$ and $\kappa_{i}=1.7$.


Figure 3.9: Sum of three i.n.i.d. $\kappa-\mu$ RVs for Case I: $\left(\mu_{1}, \mu_{2}, \mu_{3}\right)=(0.5,1.5,2.5),\left(\kappa_{1}, \kappa_{2}, \kappa_{3}\right)=$ $(1.1,3.1,7.5), \Omega_{i}=1$, and Case II: $\left(\mu_{1}, \mu_{2}, \mu_{3}\right)=(1.5,3.2,4.5),\left(\kappa_{1}, \kappa_{2}, \kappa_{3}\right)=(2.1,3.2,3.9), \Omega_{i}=1$.
when power sums (i.e., $\Upsilon \triangleq R^{2} / \sigma^{2}$ with $\sigma^{2}$ being the noise power) come into play. On the other hand, the $\kappa-\mu$ MoM approximation keeps good track of the exact sum distribution at high SNR (left tail of the distributions). It is worth mentioning that, as a rule, the MoM approximations outperform the proposed approximations at the right tail (this region becomes low SNR regime). This fact will be more evident in the i.n.i.d. case (vide Fig. 3.9). Yet this low SNR range is of little or no concern to practical applications such as estimating the outage probability or error rate at desirable operational levels (e.g., below $10^{-4}$ ). At medium to high SNR, such metrics are also dominated by the channel asymptote around zero [117], mimicking the general trend of the CDF curves in Fig. 3.8b.

More extremely, Fig. 3.9 addresses the sum of three i.n.i.d. $\kappa-\mu$ RVs. For these scenarios, the corresponding fading parameters are given by: Case I: $\left(\mu_{1}, \mu_{2}, \mu_{3}\right)=(0.5,1.5,2.5),\left(\kappa_{1}, \kappa_{2}, \kappa_{3}\right)=$ (1.1, 3.1, 7.5), $\Omega_{i}=1$, and Case II: $\left(\mu_{1}, \mu_{2}, \mu_{3}\right)=(1.5,3.2,4.5),\left(\kappa_{1}, \kappa_{2}, \kappa_{3}\right)=(2.1,3.2,3.9), \Omega_{i}=1$. In all instances, the same general observations made for Fig. 3.8 still hold true, except that no longer any MoM approximation keeps reasonable track of the exact sum distribution at the left tail of the curves (recall this region denotes the high SNR). It is worth pointing out that our curves ensure a very good fit at the left tail of both PDF and CDF. However, contrary to the MoM approximations, our proposed approach present poor fit at the right tail of the curves (see Fig 3.9a). As mentioned above, this region is not very meaningful in the performance analysis of wireless systems.

### 3.1.4 Conclusions

### 3.1.4.1 Nakagami- $m$ Approximation

In this approach, a novel closed-form expression to approximate the PDF of the sum of independent RVs by using a mixture of two Nakagami- $m$ distributions was introduced. The parameters of the approximate distribution have been estimated by implementing the completely unsupervised EM learning algorithm. Our results find applicability in many important communications scenarios where sums of RVs occur. For instance, simple closed-form approximate expressions for ABEP of EGC for both coherent and non-coherent modulations schemes were derived. The asymptotic behavior of the ABEP in the high SNR regime was analyzed with representative examples. Additionally, analytical expressions have also been obtained for ABEP at low SNR regime. Results for ABEP performance for EGC method were presented from representative cases (i.e., low and high fading severity/branches) for both low and high SNR regimes. Finally, our approach can be easily extended to approximate the sum of more general fading distributions, facilitating the performance analysis of wireless communications in emerging environments (e.g., mm-Wave, D2D, UAV, among others).

### 3.1.4.2 Generalized Approximation

In this approach, a novel framework to approximate a given sum of non-negative independent RVs was proposed. Our main goal was to provide a more effective way (instead of MoM) to calibrate the approximate solution parameters. Specifically, our method have matched the asymptotic behavior around zero between the approximation and the exact sum. Because of this, the method is called asymptotic matching. The approach capitalized on the novel technique to estimate the $\kappa-\mu$ model's parameters for the sum of i.i.d. and i.n.i.d. $\kappa-\mu$ RVs. The results showed a much better fit at the left tail of curves compared to the classical MoM. Finally, our approach can be readily extended to sums of fading powers also occurring in wireless applications (i.e., outage probability, bit-error rate).

### 3.2 RATIO OF RANDOM VARIABLES

The performance analysis of some scenarios considered key technologies (CR, FD, and PLS) for future wireless networks involves calculating the signal's power ratio. As mentioned previously, generalized fading distributions are better suitable than conventional models to fit field data of emerging scenarios in 5G and beyond networks. Therefore, the distribution of the ratio of two $\alpha-\mu \mathrm{RV}$ is of particular interest in the analytical evaluation of wireless systems. In light of the above considerations, this section derives closed-form exact expressions for the main statistics (i.e., PDF, CDF, and MGF) of the ratio of independent and i.n.i.d. squared $\alpha-\mu$ RVs. Unlike approaches available in the literature, our ratio expressions' fading parameters can be non-constrained arbitrary positive real numbers. This way, our formulations relieve the strong assumption (parameters associated with positive integer numbers) considered in [62] and [63] for the ratio of two squared $\alpha-\mu$ RVs. Furthermore, a simple practical application example in PLS, namely SOP is also provided. Before addressing the proposed ratio expressions, the exact statistics of the ratio of two independent RVs are revisited.

### 3.2.1 Exact Solution Statistics

Let $\gamma_{1}$ and $\gamma_{2}$ be two statistically independent RVs and $X=\gamma_{1} / \gamma_{2}$ their ratio. Thus, from standard statistical procedures [137], the exact PDF of $X$ can be obtained by

$$
\begin{equation*}
f_{X}(x)=\int_{0}^{\infty} y f_{\gamma_{1}}(x y) f_{\gamma_{2}}(y) d y \tag{3.50}
\end{equation*}
$$

The CDF of $X$ can be formulated as [137]

$$
\begin{equation*}
F_{X}(x)=\operatorname{Pr}\{X \leq x\}=\operatorname{Pr}\left\{\frac{\gamma_{1}}{\gamma_{2}} \leq x\right\}=\int_{0}^{\infty} F_{\gamma_{1}}(x y) f_{\gamma_{2}}(y) d y \tag{3.51}
\end{equation*}
$$

From (3.50), the $n$-th order moment of the RV $X$ is defined as [137]

$$
\begin{equation*}
\mathbb{E}\left[X^{n}\right] \triangleq \int_{0}^{\infty} x^{n} f_{X}(x) d x \tag{3.52}
\end{equation*}
$$

The MGF of $X$ can be obtained, by definition, as [153]

$$
\begin{equation*}
\mathcal{M}_{X}(s) \triangleq \mathbb{E}[\exp (-s X)]=\int_{0}^{\infty} \exp (-s x) f_{X}(x) d x \tag{3.53}
\end{equation*}
$$

Henceforth, it is assumed that the $\operatorname{RVs} \gamma_{1}$ and $\gamma_{2}$ are taken from the $\alpha-\mu$ distributions.

### 3.2.2 Proposed Ratio Statistics Representations

Here, closed-form expressions for the PDF, CDF, MGF and higher order moments of the ratio $X=$ $\gamma_{1} / \gamma_{2}$ are provided.

Let $\gamma \triangleq \gamma_{t} R^{2}$ be the received SNR through an $\alpha-\mu$ fading channel, where $\gamma_{t} \triangleq P / N_{0}$ is defined as the transmit SNR, with $P$ being the transmit power and $N_{0}$ being the mean power of the AWGN. Hence, the corresponding PDF and CDF can be obtained from (2.27) by performing a transformation of variables as [53, Eqs. (8) and (10)]

$$
\begin{align*}
& f_{\gamma}(\gamma)=\frac{\alpha \gamma^{(\alpha \mu / 2)-1}}{2 \beta^{\alpha \mu / 2} \Gamma(\mu)} \exp \left[-\left(\frac{\gamma}{\beta}\right)^{\alpha / 2}\right]  \tag{3.54}\\
& F_{\gamma}(\gamma)=\frac{1}{\Gamma(\mu)} \Upsilon\left(\mu,\left(\frac{\gamma}{\beta}\right)^{\alpha / 2}\right) \tag{3.55}
\end{align*}
$$

where $\beta=\bar{\gamma} \Gamma(\mu) / \Gamma(\mu+2 / \alpha)$, with $\bar{\gamma}$ being the average received SNR, so that

$$
\begin{align*}
\bar{\gamma} & =\mathbb{E}[\gamma] d^{-\eta} \\
& =\Omega^{2} \frac{\Gamma(\mu+2 / \alpha)}{\mu^{2 / \alpha} \Gamma(\mu)} \gamma_{t} d^{-\eta} \tag{3.56}
\end{align*}
$$

in which $d$ is the propagation distance, and $\eta$ is path-loss exponent. Now, by using the Meijer Gfunction representation of the lower incomplete gamma function $\Upsilon(\cdot, \cdot)$ [154, Eq. (06.09.26.0006.01)] and the exponential function $\exp (\cdot)$ [154, Eq. (01.03.26.0004.01)]

$$
\begin{align*}
& \exp (-z)=G_{0,1}^{1,0}[z \mid 0],  \tag{3.57a}\\
& \Upsilon(a, z)=z^{a} G_{1,2}^{1,1}\left[\begin{array}{l}
\left.z \left\lvert\, \begin{array}{c}
1-a \\
0,-a
\end{array}\right.\right], ~, ~, ~, ~
\end{array}\right] \tag{3.57b}
\end{align*}
$$

into (3.54) and (3.55), the PDF and CDF of $\gamma$ can be rewritten as

$$
\begin{gather*}
f_{\Upsilon}(\gamma)=\frac{\alpha \gamma^{(\alpha \mu / 2)-1}}{2 \beta^{\alpha \mu / 2} \Gamma(\mu)} G_{0,1}^{1,0}\left[\left.\left(\frac{\gamma}{\beta}\right)^{\alpha / 2} \right\rvert\, 0\right]  \tag{3.58}\\
F_{\Upsilon}(\gamma)=\frac{1}{\Gamma(\mu)}\left(\frac{\gamma}{\beta}\right)^{\frac{\mu \alpha}{2}} G_{1,2}^{1,1}\left[\left(\frac{\gamma}{\beta}\right)^{\frac{\alpha}{2}} \left\lvert\, \begin{array}{c}
1-\mu \\
0,-\mu
\end{array}\right.\right] \tag{3.59}
\end{gather*}
$$

Next, the PDF, CDF, MGF, and the $n$-th moment of the ratio of two independent squared $\alpha-\mu \mathrm{RVs}$ are given in terms of the univariate Fox H -function in the following proposition. It is worth mentioning that, it is assumed $\alpha_{1}, \alpha_{2} \in \mathbb{R}^{+}, k=\frac{\alpha_{1}}{\alpha_{2}}, \mu_{1}, \mu_{2} \in \mathbb{R}^{+}$, and $x \in \mathbb{R}^{+}$.

Proposition 5. Let $\gamma_{1}$ and $\gamma_{2}$ be i.n.i.d. squared $\alpha-\mu$ distributed $R V$ s with density functions given in (3.54) and (3.55). The PDF, CDF, and MGF of the ratio $X=\gamma_{1} / \gamma_{2}$ are respectively given by

$$
\begin{align*}
& f_{X}(x)=\frac{\alpha_{1} x^{\frac{\alpha_{1} \mu_{1}}{2}}-1}{2 \beta_{2}^{\frac{\alpha_{1} \mu_{1}}{2}}} \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right) \underbrace{\mathrm{H}_{1,1}^{1,1}\left[\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \left\lvert\, \begin{array}{c}
\left(1-\mu_{2}-k \mu_{1}, k\right) \\
(0,1)
\end{array}\right.\right]}_{\mathbf{H}_{1}},  \tag{3.60}\\
& F_{X}(x)=\frac{1}{\Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)}\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1} \mu_{1}}{2}} \underbrace{\mathrm{H}_{2,2}^{1,2}\left[\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \left\lvert\, \begin{array}{c}
\left(1-\mu_{1}, 1\right),\left(1-\mu_{1} k-\mu_{2}, k\right) \\
(0,1),\left(-\mu_{1}, 1\right)
\end{array}\right.\right]}_{\mathrm{H}_{2}},  \tag{3.61}\\
& \mathcal{M}_{X}(s)=\frac{\alpha_{1}}{2 \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)}\left(\frac{\beta_{2}}{s \beta_{1}}\right)^{\frac{\alpha_{1} \mu_{1}}{2}} \underbrace{\mathrm{H}_{2,1}^{1,2}\left[\left(\frac{\beta_{2}}{s \beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \left\lvert\, \begin{array}{c}
\left(1-\mu_{2}-k \mu_{1}, k\right),\left(1-\frac{\mu_{1} \alpha_{1}}{2}, \frac{\alpha_{1}}{2}\right) \\
(0,1)
\end{array}\right.\right]}_{\mathrm{H}_{3}} .  \tag{3.62}\\
& \mathbb{E}\left[X^{n}\right]=\frac{\left(\Omega_{1} \Omega_{2}\right)^{2 n} \Gamma\left(\mu_{1}+\frac{2 n}{\alpha_{1}}\right) \Gamma\left(\mu_{2}-\frac{2 n}{\alpha_{2}}\right)}{\mu_{1}^{2 n / \alpha_{1}} \mu_{2}^{2 n / \alpha_{2}} \Gamma\left(\mu_{1}\right) \Gamma\left(\mu_{2}\right)}, \quad \text { for } n>\mu_{i} \alpha_{i}, \quad i \in\{1,2 .\} . \tag{3.63}
\end{align*}
$$

Proof. The proof is provided in Appendix C.1.

Remark 2. Notice that contrary to previous works [62], [63], the results of Proposition 5 are general, since no constraints are imposed on the parameters of $\gamma_{1}$ and $\gamma_{2}$.

Remark 3. It is worth mentioning that currently the Fox H-function is not implemented in mathematical software packages such as Wolfram Mathematica. However, the Fox H-function can be evaluated using either numerical evaluations in the form of a Mellin-Barnes integral [155] or by applying calculus of residues. In the former, a portable implementation of the Fox H-function in MATHEMATICA®Wolfram is provided in Appendix C. The code is simple, efficient, highly accurate and its convergence is always attained. Here, it is worth mentioning that the overall convergence speed of the proposed code is achieved faster for small values of the argument, namely " $z$ " (see (C.16)), and influenced by the fading parameters of the distribution in matter. Moreover, tests were carried out for different fading conditions, from which the average elapsed time to obtain a desired accuracy (e.g.,

Tabla 3.2: PDF of the Ratio for particular cases of the $\alpha-\mu$ model.

| Ratio | PDF |
| :---: | :---: |
| Nakagami-m/Nakagami-m | $f_{X}(x)=\frac{x^{\mu_{1}-1} \beta_{2}^{\mu_{1}}}{\beta_{1}^{\mu_{1}} \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)} G_{1,1}^{1,1}\left[\frac{x \beta_{2}}{\beta_{1}} \left\lvert\, \begin{array}{c}1-\mu_{2}-\mu_{1} \\ 0\end{array}\right.\right]$ |
| Nakagami-m/Weibull | $f_{X}(x)=\frac{x^{\mu_{1}-1} \beta_{2}^{\mu_{1}}}{\beta_{1}^{\mu_{1}} \Gamma\left(\mu_{2}\right)} \mathrm{H}_{1,1}^{1,1}\left[\begin{array}{l}\frac{x \beta_{2}}{\beta_{1}}\end{array} \left\lvert\, \begin{array}{c}\left(-\frac{2 \mu_{1}}{\alpha_{2}}, \frac{2}{\alpha_{2}}\right) \\ (0,1)\end{array}\right.\right]$ |
| Nakagami-m/Rayleigh | $f_{X}(x)=\frac{x^{\mu_{1}-1} \beta_{2}^{\mu_{1}}}{\beta_{1}^{\mu_{1}} \Gamma\left(\mu_{1}\right)} G_{1,1}^{1,1}\left[\begin{array}{c\|c}\frac{x \beta_{2}}{\beta_{1}} & -\mu_{1} \\ 0\end{array}\right]$ |
| Weibull/Weibull | $f_{X}(x)=\frac{\alpha_{1} x^{\frac{\alpha_{1}}{2}-1} \beta_{2}^{\frac{\alpha_{1}}{2}}}{2 \beta_{1}^{\frac{\alpha_{1}}{2}}} \mathrm{H}_{1,1}^{1,1}\left[\left(\begin{array}{l}\text { ( } \beta_{1} \\ \beta^{\frac{\alpha_{1}}{2}}\end{array} \begin{array}{c}(-k, k) \\ (0,1)\end{array}\right]\right.$ |
| Weibull/ Nakagami-m | $f_{X}(x)=\frac{\alpha_{1} x^{\frac{\alpha_{1}}{2}-1} \beta_{2}^{\frac{\alpha_{1}}{2}}}{2 \beta_{1}^{\frac{\alpha_{1}}{2}} \Gamma\left(\mu_{2}\right)} \mathrm{H}_{1,1}^{1,1}\left[\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \left\lvert\, \begin{array}{c}\left(1-\mu_{2}-\frac{\alpha_{1}}{2}, \frac{\alpha_{1}}{2}\right) \\ (0,1)\end{array}\right.\right]$ |
| Weibull/Rayleigh | $f_{X}(x)=\frac{\alpha_{1} x^{\frac{\alpha_{1}}{2}-1} \beta_{2}^{\frac{\alpha_{1}}{2}}}{2 \beta_{1}^{\frac{\alpha_{1}}{2}}} \mathrm{H}_{1,1}^{1,1}\left[\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \left\lvert\, \begin{array}{c}\left(-\frac{\alpha_{1}}{2}, \frac{\alpha_{1}}{2}\right) \\ (0,1)\end{array}\right.\right]$ |
| Rayleigh/Rayleigh | $f_{X}(x)=\frac{\beta_{2}}{\beta_{1}} G_{1,1}^{1,1}\left[\begin{array}{l\|c}\frac{x \beta_{2}}{\beta_{1}} & \left.\begin{array}{c}-1 \\ 0\end{array}\right]\end{array}\right.$ |
| Rayleigh/Nakagami-m | $f_{X}(x)=\frac{\beta_{2}}{\beta_{1} \Gamma\left(\mu_{2}\right)} G_{1,1}^{1,1}\left[\begin{array}{c\|c}\frac{x \beta_{2}}{\beta_{1}} & -\mu_{2} \\ 0\end{array}\right]$ |
| Rayleigh/Weibull | $f_{X}(x)=\frac{\beta_{2}}{\beta_{1}} \mathrm{H}_{1,1}^{1,1}\left[\begin{array}{l\|c}x \beta_{2} & \left(\begin{array}{c}\left.-\frac{2}{\beta_{2}}, \frac{2}{\alpha_{2}}\right) \\ (0,1)\end{array}\right]\end{array}\right]$ |

$10^{-8}$ in our tests) was $\sim 4.5 \mathrm{~s}$. Unlike other codes available in the literature for the implementation of the Fox H -function, our algorithm is valid for the evaluation of any univariate Fox H -function without any mathematical constraint. In the latter, an alternative method to compute the results presented here is given by the series representation for the Fox H -functions $\mathrm{H}_{1}, \mathrm{H}_{2}$, and $\mathrm{H}_{3}$ as in (3.64), (3.65) and (3.66), respectively. It is important to emphasize that (3.64), (3.65) and (3.66) converge adequately and correctly as long as the convergence condition with regard to parameter $k$ is fulfilled. Moreover, these series yield accurate results and the evaluation time is negligible. For instance, exhaustive tests have shown that the number of terms to arrive at the desired accuracy (e.g., $10^{-9}$ ) were around 40 and the time taken varied approximately from 0.8 s to 6.5 s depending on the choice of the fading parameters. The mathematical derivation of the referred expressions is provided in Appendix $C$.

$$
\mathrm{H}_{1}= \begin{cases}\sum_{h=0}^{\infty} \frac{z^{h} \Gamma\left(k\left(h+\mu_{1}\right)+\mu_{2}\right)}{(-1)^{h} h!}, & k \leq 1, \text { if } k=1 \rightarrow|z|<1 .  \tag{3.64}\\ \sum_{h=0}^{\infty} \frac{z^{-\frac{h+k \mu_{1}+\mu_{2}}{k}} \Gamma\left(\frac{h+k \mu_{1}+\mu_{2}}{k}\right)}{(-1)^{h} k h!}, & k \geq 1, \text { if } k=1 \rightarrow|z|>1\end{cases}
$$

Tabla 3.3: CDF of the Ratio for particular cases of the $\alpha-\mu$ model.

| Ratio | CDF |
| :---: | :---: |
| Nakagami-m/Nakagami-m | $F_{X}(x)=\frac{1}{\Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)}\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\mu_{1}} G_{2,2}^{1,2}\left[\frac{x \beta_{2}}{\beta_{1}} \left\lvert\, \begin{array}{c}1-\mu_{1}, 1-\mu_{1}-\mu_{2} \\ 0,-\mu_{1}\end{array}\right.\right]$ |
| Nakagami-m/Weibull | $F_{X}(x)=\frac{1}{\Gamma\left(\mu_{1}\right)}\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\mu_{1}} \mathrm{H}_{2,2}^{1,2}\left[\begin{array}{c\|c}x \beta_{2} & \left(\begin{array}{c}\left(1-\mu_{1}, 1\right),\left(-\frac{2 \mu_{1}}{\beta_{1}}, \frac{2}{\alpha_{2}}\right) \\ (0,1),\left(-\mu_{1}, 1\right)\end{array}\right]\end{array}\right]$ |
| Nakagami-m/Rayleigh | $F_{X}(x)=\frac{1}{\Gamma\left(\mu_{1}\right)}\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\mu_{1}} G_{2,2}^{1,2}\left[\frac{x \beta_{2}}{\beta_{1}} \left\lvert\, \begin{array}{c}1-\mu_{1},-\mu_{1} \\ 0,-\mu_{1}\end{array}\right.\right]$ |
| Weibull/ Weibull | $F_{X}(x)=\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \mathrm{H}_{2,2}^{1,2}\left[\left.\binom{\text { 娒 }}{\beta_{1}}^{\frac{\alpha_{1}}{2}} \right\rvert\, \begin{array}{l}(0,1),(-k, k) \\ (0,1),(-1,1)\end{array}\right]$ |
| Weibull/Nakagami-m | $F_{X}(x)=\frac{1}{\Gamma\left(\mu_{2}\right)}\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \mathrm{H}_{2,2}^{1,2}\left[\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \left\lvert\, \begin{array}{c}(0,1),\left(1-k-\mu_{2}, k\right) \\ (0,1),(-1,1)\end{array}\right.\right]$ |
| Weibull/Rayleigh | $F_{X}(x)=\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \mathrm{H}_{2,2}^{1,2}\left[\binom{x \beta_{2}}{\beta_{1}}^{\frac{\alpha_{1}}{2}} \left\lvert\, \begin{array}{c}(0,1),\left(-\frac{\alpha_{1}}{2}, \frac{\alpha_{1}}{2}\right) \\ (0,1),(-1,1)\end{array}\right.\right]$ |
| Rayleigh/Rayleigh | $F_{X}(x)=\frac{x \beta_{2}}{\beta_{1}} G_{2,2}^{1,2}\left[\frac{x \beta_{2}}{\beta_{1}} \left\lvert\, \begin{array}{l}0,-1 \\ 0,-1\end{array}\right.\right]$ |
| Rayleigh/Nakagami-m | $F_{X}(x)=\frac{x \beta_{2}}{\beta_{1} \Gamma\left(\mu_{2}\right)} G_{2,2}^{1,2}\left[\begin{array}{l\|l}\frac{x \beta_{2}}{\beta_{1}} & \left.\begin{array}{c}0,-\mu_{2} \\ 0,-1\end{array}\right]\end{array}\right.$ |
| Rayleigh/Weibull | $F_{X}(x)=\frac{x \beta_{2}}{\beta_{1}} \mathrm{H}_{2,2}^{1,2}\left[\begin{array}{l\|l}\frac{x \beta_{2}}{\beta_{1}} & \left.\begin{array}{c}(0,1),\left(-\frac{2}{\alpha_{2}}, \frac{2}{\alpha_{2}}\right) \\ (0,1), \\ (-1,1)\end{array}\right]\end{array}\right]$ |

$$
\begin{gather*}
\mathrm{H}_{2}= \begin{cases}\sum_{h=0}^{\infty} \frac{z^{h} \Gamma\left(k\left(h+\mu_{1}\right)+\mu_{2}\right)}{(-1)^{h}\left(h+\mu_{1}\right) \Gamma(1+h)}, & k \leq 1, \text { if } k=1 \rightarrow|z|<1 \\
\sum_{h=0}^{\infty} \frac{z^{-h-\mu_{1}} \Gamma\left(h+\mu_{1}\right) \Gamma\left(-h k+\mu_{2}\right)}{(-1)^{h-2} \Gamma(1-h) h!}+\sum_{h=0}^{\infty} \frac{z^{-\frac{h}{k}-\mu_{1}-\frac{\mu_{2}}{k}} \Gamma\left(\frac{-h-\mu_{2}}{k}\right) \Gamma\left(\frac{h+k \mu_{1}+\mu_{2}}{k}\right)}{(-1)^{h-2} \Gamma\left(\frac{-h+k-\mu_{2}}{k}\right) k h!}, & k \geq 1, \text { if } k=1 \rightarrow|z|>1\end{cases} \\
\mathrm{H}_{3}= \begin{cases}\sum_{h=0}^{\infty} \frac{\Gamma\left(h k+k \mu_{X}+\mu_{Y}\right) z^{h}}{(-1)^{h} h!}, & k \leq 1, \text { if } k=1 \rightarrow|z|<1 . \\
\sum_{h=0}^{\infty} \frac{\Gamma\left(\frac{h+k \mu_{X}+\mu_{Y}}{k}\right) z^{-\frac{h+k \mu_{X}+\mu_{Y}}{k}}}{(-1)^{h} k h!}, & k \geq 1, \text { if } k=1 \rightarrow|z|>1 .\end{cases} \tag{3.65}
\end{gather*}
$$

In short, the formulations derived in (3.60) to (3.63) are general results that can be reduced to particular models, such as Rayleigh, Nakagami- $m$, and Weibull by setting the parameters of the $\alpha-\mu$ distribution (see section 2.2.2.1). Therefore, the PDF, CDF, and MGF for the distribution of the ratio of two squared of the aforementioned distributions are given in Table 3.2, 3.3 and 3.4, respectively.

### 3.2.2.1 Application: Physical Layer Security

Here, the utility of the new formulations derived for the ratio of two squared $\alpha-\mu \mathrm{RV}$ s is demonstrated by analyzing a high SNR approximation of the SOP for a wiretap channel configuration. Thus, consider the Wyner's wiretap channel as depicted in Fig. 2.1, where both the main and eavesdropper

Tabla 3.4: MGF of the Ratio for particular cases of the $\alpha-\mu$ model.

| Ratio | MGF |
| :---: | :---: |
| Nakagami-m/Nakagami-m | $\mathcal{M}_{X}(s)=\frac{1}{2 \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)}\left(\frac{\beta_{2}}{s \beta_{1}}\right)^{\mu_{1}} G_{2,1}^{1,2}\left[\frac{\beta_{2}}{s \beta_{1}} \left\lvert\, \begin{array}{c}1-\mu_{2}-\mu_{1}, 1-\mu_{1} \\ 0\end{array}\right.\right]$ |
| Nakagami-m/Weibull | $\mathcal{M}_{X}(s)=\frac{1}{\Gamma\left(\mu_{1}\right)}\left(\frac{\beta_{2}}{s \beta_{1}}\right)^{\mu_{1}} \mathrm{H}_{2,1}^{1,2}\left[\frac{\beta_{2}}{s \beta_{1}} \left\lvert\, \begin{array}{c}\left(-\frac{2 \mu_{1}}{\alpha_{2}}, \frac{2}{\alpha_{2}}\right),\left(1-\mu_{1}, 1\right) \\ (0,1)\end{array}\right.\right]$ |
| Nakagami- $m$ /Rayleigh | $\mathcal{M}_{X}(s)=\frac{1}{\Gamma\left(\mu_{1}\right)}\left(\frac{\beta_{2}}{s \beta_{1}}\right)^{\mu_{1}} G_{2,1}^{1,2}\left[\frac{\beta_{2}}{s \beta_{1}} \left\lvert\, \begin{array}{c}-\mu_{1}, 1-\mu_{1} \\ 0\end{array}\right.\right]$ |
| Weibull/Weibull | $\mathcal{M}_{X}(s)=\frac{\alpha_{1}}{2}\left(\frac{\beta_{2}}{s \beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \mathrm{H}_{2,1}^{1,2}\left[\left(\frac{\beta_{2}}{s \beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \left\lvert\, \begin{array}{c}(-k, k),\left(1-\frac{\alpha_{1}}{2}, \frac{\alpha_{1}}{2}\right) \\ (0,1)\end{array}\right.\right]$ |
| Weibull/ Nakagami-m | $\mathcal{M}_{X}(s)=\frac{\alpha_{1}}{2 \Gamma\left(\mu_{2}\right)}\left(\frac{\beta_{2}}{s \beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \mathrm{H}_{2,1}^{1,2}\left[\left(\frac{\beta_{2}}{s \beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \left\lvert\, \begin{array}{c}\left(1-\mu_{2}-\frac{\alpha_{1}}{2}, \frac{\alpha_{1}}{2}\right),\left(1-\frac{\alpha_{1}}{2}, \frac{\alpha_{1}}{2}\right) \\ (0,1)\end{array}\right.\right]$ |
| Weibull/Rayleigh | $\mathcal{M}_{X}(s)=\frac{\alpha_{1}}{2}\left(\frac{\beta_{2}}{s \beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \mathrm{H}_{2,1}^{1,2}\left[\left(\frac{\beta_{2}}{s \beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \left\lvert\, \begin{array}{c}\left(-\frac{\alpha_{1}}{2}, \frac{\alpha_{1}}{2}\right),\left(1-\frac{\alpha_{1}}{2}, \frac{\alpha_{1}}{2}\right) \\ (0,1)\end{array}\right.\right]$ |
| Rayleigh/Rayleigh | $\mathcal{M}_{X}(s)=\frac{\beta_{2}}{s \beta_{1}} G_{2,1}^{1,2}\left[\frac{\beta_{2}}{s \beta_{1}} \left\lvert\, \begin{array}{c}-1,0 \\ 0\end{array}\right.\right]$ |
| Rayleigh/Nakagami-m | $\mathcal{M}_{X}(s)=\frac{\beta_{2}}{s \beta_{1} \Gamma\left(\mu_{2}\right)} G_{2,1}^{1,2}\left[\frac{\beta_{2}}{s \beta_{1}} \left\lvert\, \begin{array}{c}-\mu_{2}, 0 \\ 0\end{array}\right.\right]$ |
| Rayleigh/Weibull | $\mathcal{M}_{X}(s)=\frac{\beta_{2}}{s \beta_{1}} H_{2,1}^{1,2}\left[\frac{\beta_{2}}{s \beta_{1}} \left\lvert\, \begin{array}{c}\left(-\frac{2}{\alpha_{2}}, \frac{2}{\alpha_{2}}\right),(0,1) \\ (0,1)\end{array}\right.\right]$ |

channels are subject to experience independent $\alpha-\mu$ distributed fading.
Notice that the CDF of the ratio of two squared $\alpha-\mu \mathrm{RVs}$ in (3.51) is defined in a similar way that the $\mathrm{SOP}_{\mathrm{A}}$ in (2.6). Based on this, the $\mathrm{SOP}_{\mathrm{A}}$ can be expressed as

$$
\begin{equation*}
\mathrm{SOP}_{\mathrm{A}}=F_{X}(\tau) \tag{3.67}
\end{equation*}
$$

where $\tau=2^{R_{\mathrm{S}}}$ with $R_{\mathrm{S}}$ being the secrecy rate threshold (for more details see Section 2.1.2.2), $X=\gamma_{\mathrm{B}} / \gamma_{\mathrm{E}}$ for $\gamma_{i}, i \in\{\mathrm{~B}, \mathrm{E}\}$ represents the main and the eavesdropper channels, respectively, and $F_{X}(\cdot)$ is a CDF of the ratio obtained in (3.61). In the literature, (3.67) is also known as the lower bound of the SOP, which results very tight at high SNR, as shall be shown in Section 3.2.3. It is noteworthy that, our formulation for the lower bound of the SOP is valid for non-constrained arbitrary values of the fading parameters corresponding to the main channel and eavesdropper channel (i.e., $\alpha_{i}$ and $\mu_{i}$, for $i \in\{B, E\}$ ). This is in contrast to previous works [76], [77] related to the performance analysis of physical layer security over single-input single-output (SISO) $\alpha-\mu$ fading channels, where constraints on the fading parameter values were considered (more specifically, $\alpha_{B}=\alpha_{E}$ in [77], and $\alpha_{B}, \alpha_{E}$ must be co-prime integers in [76]). Therefore, our expressions are a generalization of the aforementioned approaches. It is worth mentioning that the secrecy performance analysis over MIMO wiretap $\alpha-\mu$
fading channels was derived in terms of the Fox H-function in [99].

### 3.2.3 Numerical Results

In this section, in order to validate the accuracy of the proposed expressions for some representative cases, Monte Carlo simulations are also plotted. Without loss of generality, the propagation distance $d_{i}$, with $i \in\{1,2$.$\} is normalized to unity.$

Fig. 3.10 shows the PDF and CDF obtained for the ratio of two squared $\alpha-\mu \mathrm{RVs}$, by considering different values of fading parameters. In both figures, the values of the fading parameters are chosen to show the wide range of shapes that the distribution of the ratio can assume. Fig. 3.10a illustrates the resulting PDF for different values of $\left\{\mu_{1}, \mu_{2}\right\}$, with $\left\{\alpha_{1}, \alpha_{2}\right\}=\{1.5,1.1\}$ and $\bar{\gamma}_{1}=\bar{\gamma}_{2}=0 \mathrm{~dB}$. It can be observed that our expressions perfectly match the Monte Carlo simulations, thus validating our results. Fig. 3.10b shows the resulting CDF for distinct values of $\left\{\alpha_{1}, \alpha_{2}\right\}$, with $\left\{\mu_{1}, \mu_{2}\right\}=\{3.5,2.8\}$ and $\bar{\gamma}_{1}=\bar{\gamma}_{2}=0 \mathrm{~dB}$. Once again, it is observed that our expressions perfectly match the Monte Carlo simulations. It can also be noticed from the cases presented in those figures that our expressions allow non-constrained arbitrary values of fading.

Then, Fig. 3.11 evaluates the SOP vs. $\bar{\gamma}_{\mathrm{B}}$ for different combinations of fading parameters $\alpha_{i}, \mu_{i}$ with $i \in\{\mathrm{~B}, \mathrm{E}$.$\} . For both figures, the fading parameters are set to: R_{\mathrm{S}}=1 \mathrm{bps} / \mathrm{Hz}$, and $\bar{\gamma}_{\mathrm{E}}=10$ dB. In Fig. 3.11a, the impact on the secrecy performance when the main and eavesdropper channels experience mild and severe fading conditions is explored. Hence, the fading parameters are given by: $\left\{\mu_{\mathrm{B}}, \mu_{\mathrm{E}}\right\}=\{3.5,0.5\},\{2.5,1.5\},\{1.5,2.5\},\{0.5,3.5\}$, and fixed $\alpha_{i}=2.7$ for $i \in\{\mathrm{~B}, \mathrm{E}$.$\} . For all cases,$ it can be noticed that the proposed lower bound is very tight to the exact SOP obtained by Monte Carlo simulations. It is observed that as $\mu_{\mathrm{B}}$ increases and $\mu_{\mathrm{E}}$ decreases, the security performance of the system improves. This is because high values of $\mu_{\mathrm{B}}$ and low values of $\mu_{\mathrm{E}}$ indicate light and heavy fading on the legitimate and eavesdropper channels, respectively. Now, in Fig. 3.11a, it is investigated how parameter $\alpha_{i}$ for $i \in\{\mathrm{~B}, \mathrm{E}$.$\} affects PLS performance. The fading parameters for$ this cases are set to: $\left\{\alpha_{\mathrm{B}}, \alpha_{\mathrm{E}}\right\}=\{3.5,0.5\},\{2.5,1.5\},\{1.5,2.5\},\{0.5,3.5\}$, and fixed $\mu_{i}=4.2$ for $i \in\{B$, E. $\}$. Again, note that in all instances, our analytical expressions match with Monte Carlo simulations. Besides, it is observed that the $\alpha_{i}$ presents a similar behavior to $\mu_{i}$ (for $i \in\{\mathrm{~B}, \mathrm{E}$.$\} )$ from a secrecy perspective. That is, having an $\alpha_{\mathrm{B}}$ much larger than $\alpha_{\mathrm{E}}$ turns out to be beneficial for PLS. Finally, from both figures, it is evident that the fading conditions can be used to prevent the information from being overheard by an eavesdropper.

(a) PDF of the ratio of two squared $\alpha-\mu$ RVs for different values of $\left\{\mu_{1}, \mu_{2}\right\}$, with $\left\{\alpha_{1}, \alpha_{2}\right\}=\{1.5,1.1\}$ and $\bar{\gamma}_{1}=\bar{\gamma}_{2}=0 \mathrm{~dB}$.

(b) CDF of the ratio of two squared $\alpha-\mu$ RVs for different values of $\left\{\alpha_{1}, \alpha_{2}\right\}$, with $\left\{\mu_{1}, \mu_{2}\right\}=\{3.5,2.8\}$ and $\bar{\gamma}_{1}=\bar{\gamma}_{2}=0 \mathrm{~dB}$.

Figure 3.10: PDF and CDF of the ratio of two squared $\alpha-\mu \mathrm{RVs}$.

(a) SOP vs. $\bar{\gamma}_{\mathrm{B}}$ with different combinations of $\left\{\mu_{\mathrm{B}}, \mu_{\mathrm{E}}\right\}$ for $\bar{\gamma}_{\mathrm{E}}=10 \mathrm{~dB}, R_{\mathrm{S}}=1 \mathrm{bps} / \mathrm{Hz}$, and $\alpha_{i}=2.7$ for $i \in\{\mathrm{~B}, \mathrm{E}$.$\} .$

(b) SOP vs. $\bar{\gamma}_{\mathrm{B}}$ with different combinations of $\left\{\alpha_{\mathrm{B}}, \alpha_{\mathrm{E}}\right\}$ for $\bar{\gamma}_{\mathrm{E}}=10 \mathrm{~dB}, R_{\mathrm{S}}=1 \mathrm{bps} / \mathrm{Hz}$, and $\mu_{i}=4.2$ for $i \in\{\mathrm{~B}, \mathrm{E}$.$\} .$

Figure 3.11: SOP vs. $\bar{\gamma}_{\mathrm{B}}$ by varying $\alpha_{i}$ and $\mu_{i}$ for $i \in\{\mathrm{~B}, \mathrm{E}\}.$.

### 3.2.4 Conclusions

In this section, novel exact analytical expressions for the PDF, CDF, MGF, and higher order moments of the ratio of two squared $\alpha-\mu \mathrm{RVs}$ in terms of the Fox H -function were derived. Importantly, this expressions, unlike previous related works, are valid for any values of the fading parameters $\alpha$ and $\mu$. Additionally, a series representation for the formulations are also provided. Based on these results, analytical expressions for the statistics of the ratio of well-known distributions, such as Nakagami-m, Weibull, and Rayleigh, were also provided as byproducts. These novel statistics represent a useful tool to assess the performance of wireless communication schemes considering generalized fadingchannel models with applicability in scenarios for next-generation wireless networks. For illustration purposes, the SOP for PLS-based wireless networks was analyzed. Finally, it is worth mentioning that the our analytical expressions can be evaluated in a straightforward and efficient manner through mathematical software packages. In this context, an implementation of the Fox H-function was also provided.

## 4 PHYSICAL LAYER SECURITY ENHANCEMENT IN N-WAVE WITH DIFFUSE POWER FADING CHANNELS


#### Abstract

This chapter investigates the effect of considering realistic propagation conditions that differ from the classic Rice and Rayleigh fading from a PLS perspective. Specifically, this work studies how the superposition of a number of dominant specular waves and diffusely propagating components impacts the achievable secrecy performance compared to conventional assumptions relying on the central limit theorem. Analytical expressions for the SOP and the ASC are derived by assuming an arbitrary number of dominant waves at the desired and eavesdropping ends, as well as simplified approximations that become asymptotically tight in the high-SNR regime. Our expressions have similar complexity to other alternatives in the literature derived in terms of well-known elementary and special functions for simpler fading models. Very useful insights on the impact on physical layer security by varying (i) the number; (ii) the relative amplitudes and (iii) the overall power of the dominant specular components are also provided. This research shows that it is possible to obtain remarkable improvements on the system secrecy performance when: (a) the relative amplitudes of the dominant specular components for the legitimate channel are more unbalanced compared to those of the eavesdropper's channel, and (b) the power of the dominant components for the main channel is significantly larger than the power of the dominant components for the wiretap channel. The goal is to perform a fine-grain characterization of the role of individual multipath waves of the NWDP model on the secrecy performance, and to support our findings with analytical results.


### 4.1 SYSTEM MODEL

Consider the classic Wyner's wiretap channel, as depicted in Fig. 2.1. In this setup, it is assumed that the main and eavesdropper channels experience independent quasi-static fading, and that all nodes are equipped with a single antenna. The signal at each of the receiving ends is expressed as a superposition of N multipath waves arising from dominant specular reflections, and $M$ additional waves associated to diffuse scattering, i.e., Bob and Eve are subject to NWDP fading channels (see Section 2.2.2.4).

Let $\gamma \triangleq \gamma_{t} R^{2}$ be the instantaneous received SNR, where $\gamma_{t} \triangleq P / N_{0}$ is defined as the transmit SNR, with $P$ being the transmit power and $N_{0}$ being the mean power of the AWGN. Note that $\gamma$ can also be
redefined for the sake of convenience as $\gamma=\bar{\gamma}|h|^{2}$, where $h$ denotes any normalized fading channel, i.e., $\mathbb{E}\left\{|h|^{2}\right\}=1$ and $\bar{\gamma}$ representing the average receive SNR. Departing from (2.37) and following the standard procedure of transformation of variables, i.e., $f_{\gamma}(\gamma)=\frac{1}{2 \sqrt{\gamma \bar{\gamma}}} f_{R}\left(\sqrt{\frac{\gamma}{\bar{\gamma}}}\right)$, the PDF and CDF of $\gamma$ over NWDP fading channels are given by [20]

$$
\begin{gather*}
f_{i}\left(\gamma_{i}\right)=\frac{1}{\bar{\gamma}_{i}} \exp \left(-\frac{\gamma_{i}}{\bar{\gamma}_{i}}\right) \sum_{z_{i}=0}^{\infty} C_{z_{i}} L_{z_{i}}\left(\frac{\gamma_{i}}{\bar{\gamma}_{i}}\right),  \tag{4.1a}\\
F_{i}\left(\gamma_{i}\right)=\sum_{z_{i}=0}^{\infty} C_{z_{i}} \sum_{k_{i}=0}^{z_{i}} \frac{(-1)^{k_{i}}}{k_{i}!}\binom{z_{i}}{k_{i}} \Upsilon\left(k_{i}+1, \frac{\gamma_{i}}{\bar{\gamma}_{i}}\right), \tag{4.1b}
\end{gather*}
$$

where the fading parameters (i.e., the number of dominant components $\mathrm{N}_{i}$, power of diffuse waves $\Omega_{i}$, and amplitudes of specular waves $V_{n, i}$ for $n=1, \ldots, \mathrm{~N}_{i}$ ) are embedded in the coefficient $C_{z_{i}}$, in which $i \in\{\mathrm{~B}, \mathrm{E}\}$ represents either the main channel or the eavesdropper channel, and $\bar{\gamma}_{i}$ is the average received SNR at B or E as previously stated, given by

$$
\begin{equation*}
\bar{\gamma}_{i}=\gamma_{t} \mathbb{E}\left[R_{i}^{2}\right] r_{i}^{-\eta_{i}}=\gamma_{t}\left(\sum_{n=0}^{\mathrm{N}_{i}} V_{n, i}^{2}+\Omega_{i}\right) r_{i}^{-\eta_{i}} \tag{4.2}
\end{equation*}
$$

where $\eta_{i}$ is the path-loss exponent, and $r_{i}$ is the propagation distance ${ }^{[1]}$. Also, $C_{z_{i}}$ is given by [20]

$$
\begin{equation*}
C_{z_{i}}=\sum_{k_{i}=0}^{z_{i}} \frac{\left(-\epsilon_{i}\right)^{k_{i}}}{k_{i}!}\binom{z_{i}}{k_{i}} u_{\mathrm{N}_{i}+1}^{\left(2 k_{i}\right)}, \tag{4.3}
\end{equation*}
$$

where $\epsilon_{i}$ and $u_{\mathrm{N}_{i}+1}^{\left(2 k_{i}\right)}$ are given by (2.39) and (2.40), respectively. Next, the secrecy metrics under NWDP fading channels in terms of well-known functions in the communication theory are found.

### 4.2 SECRECY METRICS

This section derives analytical expressions for the SOP, ASC and high-SNR approximations of the SOP and ASC over NWDP fading channels.

### 4.2.1 SOP Analysis

Here, it is considered a passive eavesdropping attack, so Eve's CSI is not available at Alice. Therefore, Alice can only encode the confidential messages into codewords at a constant secrecy rate $R_{\mathrm{S}}$.
[1] Here, as in the LoS ball blockage model, it is assumed that $r_{i}$ lies within a sphere of fixed radius $r_{\mathrm{B}}$. Interested readers can revise [156] for further guidance about simplification of the LoS region as a fixed equivalent LoS ball in mm-Wave cellular networks.

For this configuration, the exact formulations of the SOP and a high-SNR approximation of the SOP are given by (2.5) and (2.6), respectively. Based on this, these metrics are introduced in the following proposition.

Proposition 6. The SOP and the $S O P_{A}$ over NWDP fading channels can be obtained as

$$
\begin{align*}
\operatorname{SOP}=1 & -\sum_{z_{\mathrm{B}}=0}^{\infty} C_{z_{\mathrm{B}}} \sum_{k_{\mathrm{B}}=0}^{n_{\mathrm{B}}}(-1)^{k_{\mathrm{B}}}\binom{z_{\mathrm{B}}}{k_{\mathrm{B}}}\left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right) \sum_{z_{\mathrm{E}}=0}^{\infty} C_{z_{\mathrm{E}}} \sum_{q=0}^{k_{\mathrm{B}}} \frac{1}{q!}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}\right)^{q} \exp \left(-\frac{\tau-1}{\bar{\gamma}_{\mathrm{B}}}\right) \sum_{a=0}^{q}\binom{q}{a} \\
& \times(\tau-1)^{q-a} \tau^{a}\left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}+\frac{\tau}{\bar{\gamma}_{\mathrm{B}}}\right)^{-1-a} \Gamma(1+a){ }_{2} F_{1}\left(1+a,-z_{\mathrm{E}} ; 1 ; \frac{\bar{\gamma}_{\mathrm{B}}}{\bar{\gamma}_{\mathrm{B}}+\bar{\gamma}_{\mathrm{E}} \tau}\right)  \tag{4.4}\\
\text { SOP }_{\mathrm{A}}=1 & -\sum_{z_{\mathrm{B}}=0}^{\infty} C_{z_{\mathrm{B}}} \sum_{k_{\mathrm{B}}=0}^{z_{\mathrm{B}}}(-1)^{k_{\mathrm{B}}}\binom{z_{\mathrm{B}}}{k_{\mathrm{B}}} \sum_{z_{\mathrm{E}}=0}^{\infty} C_{z_{\mathrm{E}}} \sum_{q=0}^{k_{\mathrm{B}}} \frac{\left(\bar{\gamma}_{\mathrm{E}} \tau\right)^{q} \bar{\gamma}_{\mathrm{B}}}{\left(\bar{\gamma}_{\mathrm{B}}+\tau \bar{\gamma}_{\mathrm{E}}\right)^{q+1}}{ }_{2} F_{1}\left(-z_{\mathrm{E}}, 1+q ; 1 ; \frac{\bar{\gamma}_{\mathrm{B}}}{\bar{\gamma}_{\mathrm{B}}+\bar{\gamma}_{\mathrm{E}} \tau}\right) \tag{4.5}
\end{align*}
$$

Proof. See Appendix D.1.

It is worth mentioning that the derived analytical expressions for both the SOP and $\mathrm{SOP}_{\mathrm{A}}$ are expressed in terms of infinite series representations. This is also the case of the analysis in [86] for TWDP based on the approximate PDF in [17], which arises as a special case of our analysis.

### 4.2.2 Asymptotic SOP Analysis

In order to provide useful insights on the role of NWDP model fading parameters in the context of PLS, the main concern in this section is to derive asymptotic expressions of the SOP. For this purpose, the behavior of the SOP given in (2.5) in the high-SNR regime is explored. Here, it is assumed that $\bar{\gamma}_{\mathrm{B}} \rightarrow \infty$ while $\bar{\gamma}_{\mathrm{E}}$ is kept fixed. As mentioned in Section 2.1.2.3, this scenario corresponds to the case in which the transmitter (Alice) is very close to the legitimate receiver (Bob) and the eavesdropper (Eve) is located far away. our goal is to derive asymptotic SOP expressions in the form of (2.7). Next, the corresponding asymptotic expressions of the SOP over NWDP fading channels are given in the following Proposition.

Proposition 7. The asymptotic expressions of the SOP over NWDP fading channels for $\bar{\gamma}_{B} \rightarrow \infty$ can be formulated as

$$
\begin{gather*}
\mathrm{SOP}^{\infty} \simeq \sum_{z_{\mathrm{B}}=0}^{\infty} C_{z_{\mathrm{B}}} \sum_{k_{\mathrm{B}}=0}^{z_{\mathrm{B}}}(-1)^{k_{\mathrm{B}}}\binom{z_{\mathrm{B}}}{k_{\mathrm{B}}}\left(\frac{\tau \bar{\gamma}_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{B}}}\right)^{k_{\mathrm{B}}+1} \sum_{z_{\mathrm{E}}=0}^{\infty} C_{z_{\mathrm{E}} 2} F_{1}\left(k_{\mathrm{B}}+2,-z_{\mathrm{E}} ; 1 ; 1\right)  \tag{4.6}\\
\mathrm{SOP}^{\infty} \simeq \frac{K_{\mathrm{N}_{\mathrm{B}}}+1}{\bar{\gamma}_{\mathrm{B}}} \exp \left(-K_{\mathrm{N}_{\mathrm{B}}}\right) \mathbb{E}_{\theta}\left[\exp \left(-\frac{2 f(\theta)}{\Omega_{\mathrm{B}}}\right)\right] \mathrm{G}_{e} . \tag{4.7}
\end{gather*}
$$

where

$$
\begin{equation*}
\mathrm{G}_{e}=\sum_{z_{\mathrm{E}}=0}^{\infty} C_{z_{\mathrm{E}}} \sum_{h=0}^{z_{\mathrm{E}}} \frac{(-1)^{h}}{h!}\binom{z_{\mathrm{E}}}{z_{\mathrm{E}}-h}\left(-1+\left(1+\bar{\gamma}_{\mathrm{E}}(1+h)\right) \tau\right) . \tag{4.8}
\end{equation*}
$$

denotes a constant secrecy gain attributed to the eavesdropper channel.

Proof. See Appendix D.2.

Remark 4. For diversity order analysis, important observations are in order: (i) Comparing (2.7), i.e., $\mathrm{SOP}^{\infty} \simeq \mathrm{G}_{c} \bar{\gamma}_{\mathrm{B}}^{-\mathrm{G}_{d}}$ with respect to (4.7), it is evident that the derived secrecy diversity order, $\mathrm{G}_{d}=1$, is affirmed by Fig. 4.6 where the slope of the SOP remains identical regardless of the fading parameters (e.g., $V_{n, \mathrm{~B}}, \mathrm{~N}_{\mathrm{B}}$, and $K_{\mathrm{dB}}^{\mathrm{B}}$ ) considered at the legitimate path; (ii) Again, by comparing (2.7), i.e., $\mathrm{SOP}^{\infty} \simeq \mathrm{G}_{c} \bar{\gamma}_{\mathrm{B}}^{-\mathrm{G}_{d}}$ with respect to (4.6), notice that the secrecy diversity order for such asymptotic expression includes some terms of the form $\mathrm{G}_{d}=\left(k_{\mathrm{B}}+1\right)$, for $k_{\mathrm{B}}=0 \ldots \infty$. This indicates that the decaying slope of the SOP can be steeper before the true secrecy diversity order captured by (4.7) effectively kicks in. This will be later discussed in the Numerical Results section.

### 4.2.3 ASC Analysis

Unlike SOP analysis, this section focuses on active eavesdropping cases since the CSI of both Bob and Eve channels is available at Alice. As pointed out in Section 2.1.2.4, the ASC's exact formulation is given by (2.8). Based on this, the ASC expression under NWDP fading channels is given in the following proposition.

Proposition 8. The ASC expression over NWDP fading channels can be expressed as

$$
\begin{align*}
\bar{C}_{\mathrm{S}}= & \frac{1}{\ln 2}\left[\exp \left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}\right) \mathrm{E}_{1}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}\right)-\sum_{z_{\mathrm{B}}=1}^{\infty} C_{z_{\mathrm{B}}}\left(\Gamma\left(z_{\mathrm{B}}\right) U\left(z_{\mathrm{B}}, 0, \frac{1}{\bar{\gamma}_{\mathrm{B}}}\right)-\sum_{k_{\mathrm{B}}=0}^{z_{\mathrm{B}}} \frac{(-1)^{k_{\mathrm{B}}}}{k_{\mathrm{B}}!}\binom{z_{\mathrm{B}}}{k_{\mathrm{B}}} k_{\mathrm{B}}!\exp \left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)\right.\right. \\
& \left.\times\left(\mathrm{E}_{1}\left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)-\exp \left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}\right) \sum_{d=0}^{k_{\mathrm{B}}} \frac{1}{d!}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}\right)^{d} \Gamma(1+d) \Gamma\left(-d, \frac{1}{\bar{\gamma}_{\mathrm{B}}}+\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)\right)\right)-\exp \left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}+\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right) \\
& \times \mathrm{E}_{1}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}+\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)+\sum_{z_{\mathrm{E}}=1}^{\infty} C_{z_{\mathrm{E}}} \sum_{k_{\mathrm{E}}=0}^{z_{\mathrm{E}}} \frac{(-1)^{k_{\mathrm{E}}}}{k_{\mathrm{E}}!}\binom{z_{\mathrm{E}}}{k_{\mathrm{E}}} k_{\mathrm{E}}!\exp \left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}\right)\left(\mathrm{E}_{1}\left(\frac{1}{\overline{\gamma_{\mathrm{B}}}}\right)-\sum_{w=0}^{k_{\mathrm{E}}} \frac{1}{w!}\left(\frac{1}{\overline{\gamma_{\mathrm{E}}}}\right)^{w}\right. \\
& \left.\times \exp \left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right) \Gamma(1+w) \Gamma\left(-w, \frac{1}{\bar{\gamma}_{\mathrm{B}}}+\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)\right)-\sum_{z_{\mathrm{B}}=1}^{\infty} \exp \left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}+\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right) C_{z_{\mathrm{B}}} \sum_{k_{\mathrm{B}}=0}^{z_{\mathrm{B}}} \frac{(-1)^{k_{\mathrm{B}}}}{k_{\mathrm{B}}!}\binom{z_{\mathrm{B}}}{k_{\mathrm{B}}} \\
& \times \frac{1}{\left(1+k_{\mathrm{B}}\right)}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}\right)^{k_{\mathrm{B}}+1} \sum_{z_{\mathrm{E}}=1}^{\infty} C_{z_{\mathrm{E}}} \sum_{k_{\mathrm{E}}=0}^{z_{\mathrm{E}}} \frac{(-1)^{k_{\mathrm{E}}}}{k_{\mathrm{E}}!}\binom{z_{\mathrm{E}}}{k_{\mathrm{E}}} \frac{1}{\left(1+k_{\mathrm{E}}\right)}\left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)^{k_{\mathrm{E}}+1} \sum_{g=0}^{\infty} \frac{(1)_{g}}{g!\left(k_{\mathrm{B}}+2\right)_{g}}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}\right)^{g} \\
& \left.\times \sum_{c=c}^{\infty} \frac{(1)_{c}}{c!\left(k_{\mathrm{E}}+2\right)_{c}}\left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)^{c} \Gamma\left(3+k_{\mathrm{E}}+k_{\mathrm{B}}+g+c\right) \Gamma\left(-2-k_{\mathrm{B}}-k_{\mathrm{E}}-g-c \frac{1}{\bar{\gamma}_{\mathrm{B}}}+\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)\right] . \tag{4.9}
\end{align*}
$$

Proof. See Appendix D.3.

It is worth mentioning that although (4.9) is an elongated formulation, it is given in terms of well-known functions, facilitating its implementation in mathematical software packages.

### 4.2.4 Asymptotic ASC Analysis

Here, an asymptotic ASC formulation to evaluate the secrecy performance in the high-SNR regime is derived. Similarly to the asymptotic SOP analysis, it is assumed that $\bar{\gamma}_{\mathrm{B}}$ goes to infinity, while $\bar{\gamma}_{\mathrm{E}}$ is kept fixed. An asymptotic ASC approximation is given in (2.12). Based on this formulation, the asymptotic ASC under NWDP channels is given below.

Proposition 9. The asymptotic expressions of ASC over NWDP fading channels is given by

$$
\begin{align*}
\bar{C}_{\mathrm{S}}^{\infty} \simeq & \log _{2}\left(\bar{\gamma}_{\mathrm{B}}\right)+\log _{2}(e) \sum_{z_{\mathrm{B}}=0}^{\infty} C_{z_{\mathrm{B}}} \sum_{b=0}^{\infty} \frac{\left(-z_{\mathrm{B}}\right)_{b}}{b!} \psi(1+b)-\frac{1}{\ln 2}\left[\exp \left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right) E_{1}\left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)\right. \\
& \left.\quad-\sum_{z_{\mathrm{E}}=1}^{\infty} C_{z_{\mathrm{E}}} \Gamma\left(z_{\mathrm{E}}\right) U\left(z_{\mathrm{E}}, 0, \frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)\right] . \tag{4.10}
\end{align*}
$$

Proof. See Appendix D.4.

### 4.3 NUMERICAL RESULTS AND DISCUSSIONS

In this section, the accuracy of the proposed expressions are validated via Monte Carlo simulations, for some representative cases. Without loss of generality, the propagation distance $r_{i}$, with $i \in\{\mathrm{~B}, \mathrm{E}$. is normalized to unity. Also, it is defined a power ratio parameter similar to the well-known Rician $K$ parameter, i.e., $K_{\mathrm{N}_{i}} \triangleq \frac{\Omega_{\mathrm{N}_{i}}}{\Omega_{i}}$, with $\Omega_{\mathrm{N}_{i}}=\sum_{n=0}^{\mathrm{N}_{i}} V_{n, i}^{2}$ being the total average power of the specular components. For the sake of comparison, the Rayleigh case (i.e., $\mathrm{N}_{\mathrm{B}}=\mathrm{N}_{\mathrm{E}}=0$ ) is included as a reference in the SOP analysis.

Before getting into numerical examples, important remarks are in order. 1) It is important to providing clear evidence to identify the impact of increasing/decreasing the number and power of the dominant specular waves over the secrecy performance. In other words, the goal is to determine to what extent it is worth that each of the individual specular waves is treated separately, or it can be safely incorporated into the diffuse component. 2) Depending on the value of the involved channel parameters, the solutions given in (4.4)-(4.10) require a different number of terms to attain an accurate approximation. In this context, the overall convergence speed of these series is achieved faster for small values of both dominant rays (e.g., $\mathrm{N}_{\mathrm{B}}$, and $\mathrm{N}_{\mathrm{E}}$ ) and power of Bob's dominant specular components (i.e., $K_{\mathrm{N}_{\mathrm{B}}}$ ). For instance, exhaustive tests have shown that the number of terms to arrive at the desired accuracy (e.g., $10^{-6}$ ) varied from 20 to 30 at Bob and from 4 to 10 at Eve, and the average elapsed times to obtain the accuracy mentioned above were $\sim\{14.1,27.5,81.7,103.5,114.6\}$ seconds for $\mathrm{N}=\{1, \ldots, 5\}$, respectively. Moreover, the mathematical representation of the derived series consists of well-known elementary and special functions, which can be easily implemented in software for numerical evaluation.

Fig. 4.1 shows the SOP as a function of $\bar{\gamma}_{\mathrm{B}}$ for different values of dominant specular components $\mathrm{N}_{\mathrm{B}}=\mathrm{N}_{\mathrm{E}}=\mathrm{N}$, by considering the case of balanced amplitudes, i.e., $V_{n, \mathrm{~B}}=V_{n, \mathrm{E}} \forall \mathrm{B}, n=\{1, \ldots, \mathrm{~N}\}$. For this scenario, the corresponding fading parameters are given by: $K_{\mathrm{dB}}^{\mathrm{B}}=10 \log _{10}\left(K_{\mathrm{B}}=K_{\mathrm{N}_{\mathrm{B}}}\right) \in$ $\{15,25\} \mathrm{dBs}$ with $K_{\mathrm{dB}}^{\mathrm{E}}=10 \mathrm{~dB}, R_{\mathrm{S}}=1 \mathrm{bps} / \mathrm{Hz}$, and $\bar{\gamma}_{\mathrm{E}}=4 \mathrm{~dB}$. Note that in all instances, Monte Carlo simulations perfectly match with our derived results. It can be seen that the secrecy performance does not monotonically increase with the number of specular components; instead, notice that the cases with $\mathrm{N}_{\mathrm{B}}=1$ and $\mathrm{N}_{\mathrm{B}}=2$ bound the secrecy performance for a given $K_{\mathrm{dB}}^{\mathrm{B}}$. Also, it is observed that the SOP performance improves with increasing the power of Bob's dominant specular components (i.e., $K_{\mathrm{dB}}^{B}$ ) only for odd numbers of rays (i.e., $\mathrm{N}=1,3$ ). In the opposite scenario, i.e., increase $K_{\mathrm{dB}}^{B}$ for even numbers of dominant specular waves (i.e., $\mathrm{N}=2,4$ ) can be regarded as a worst-case situation in terms of secrecy performance. This is in coherence with the fact that for an even number of dominant specular components of equal amplitudes, the probability of total cancellation between them is larger than when an odd number is considered [157]. This increases fading severity for the desired link more relevantly for large $K$, which ultimately degrades the SOP. Also, note that for $\mathrm{N}=4$, the performance is very similar to the Rayleigh case. Regarding the asymptotic behavior, it can be noticed that the asymptotic plots accurately approximate the SOP curves in the


Figure 4.1: SOP vs. $\bar{\gamma}_{\mathrm{B}}$, for different numbers of dominant specular waves N by considering balanced amplitude scenario (i.e., $V_{n, i}=1$ for $n=1, \ldots, \mathrm{~N}_{i}$ ). For all curves, the parameter values are: $R_{\mathrm{S}}=$ $1 \mathrm{bps} / \mathrm{Hz}, \bar{\gamma}_{\mathrm{E}}=4 \mathrm{~dB}, K_{\mathrm{dB}}^{\mathrm{E}}=10 \mathrm{~dB}, \Omega_{i}=1$, and $\mathrm{N}_{i}=\mathrm{N}$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$. Dashed lines correspond to asymptotic analysis by using expression (4.6).
high-SNR regime. However, all curves have different slopes. The reason for this behavior will be discussed later.

In Fig. 4.2, it is evaluated the SOP vs. $\bar{\gamma}_{\mathrm{B}}$ for different numbers of dominant specular components $\mathrm{N}_{\mathrm{B}}=\mathrm{N}_{\mathrm{E}}=\mathrm{N}$ by considering an unbalanced amplitudes scenario. For seeking of readability, yet without loss of generality, the amplitudes of successive rays are expressed in terms of the amplitude of the first dominant component, as proposed in [87], that is, $V_{n, i}=\alpha_{n, i} V_{1, i}$ for $n=\left\{2, \ldots, \mathrm{~N}_{i}\right\}$, with $0<\alpha_{n, i}<1$ and $i \in\{\mathrm{~B}, \mathrm{E}\}$. Considering this, the parameters are set to: $\alpha_{n, i}=\alpha_{\mathrm{B}}=\alpha_{\mathrm{E}}=0.3$ with $K_{\mathrm{dB}}^{\mathrm{B}} \in\{8,25\} \mathrm{dBs}, K_{\mathrm{dB}}^{\mathrm{E}}=0 \mathrm{~dB}, R_{\mathrm{S}}=1 \mathrm{bps} / \mathrm{Hz}$, and $\bar{\gamma}_{\mathrm{E}}=1 \mathrm{~dB}$. Here, the impact of increasing both the number and the power of Bob's dominant rays for the case of unbalanced amplitudes is investigated. It can be observed in all traces that, unlike on the balanced counterpart, the SOP performance now monotonically improves when rising $K_{\mathrm{dB}}^{\mathrm{B}}$ or lowering N , regardless of whether it is even or odd. Notice that a reduced number of dominant specular components at Bob is now benefiting from a secrecy perspective. Also, it can be seen that in all cases, the SOP performance is always better than its Rayleigh counterpart.

Fig. 4.3 evaluates both the SOP and the $\mathrm{SOP}_{\mathrm{A}}$ as a function of $\bar{\gamma}_{\mathrm{B}}$, in order to understand the interplay between the number of dominant specular components $\mathrm{N}_{\mathrm{B}}=\mathrm{N}_{\mathrm{E}}=\mathrm{N}$, the amplitude imbalance and the power of the dominant components. The system parameters are set tos: $\left\{\alpha_{\mathrm{B}}, \alpha_{\mathrm{E}}\right\} \in$


Figure 4.2: SOP in terms of $\bar{\gamma}_{\mathrm{B}}$ for different numbers of dominant specular waves N , by considering unbalanced amplitude case (i.e., $\alpha_{n, i}=\alpha_{i}=0.3$ ). For all cases, the corresponding parameters are set to the following values: $R_{\mathrm{S}}=1 \mathrm{bps} / \mathrm{Hz}, \bar{\gamma}_{E}=1 \mathrm{~dB}, K_{\mathrm{dB}}^{\mathrm{E}}=0 \mathrm{~dB}, \Omega_{i}=1$, and $\mathrm{N}_{i}=\mathrm{N}$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$.
$\{(0.2,0.9),(0.9,0.2)\}, R_{\mathrm{S}}=1 \mathrm{bps} / \mathrm{Hz}, \bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}$, and $K_{\mathrm{dB}}^{\mathrm{B}}=K_{\mathrm{dB}}^{\mathrm{E}}=25 \mathrm{~dB}$. It can observed that the worst secrecy performance is attained for cases where the imbalance for the legitimate user $\alpha_{\mathrm{B}}$ is greater than that of $\alpha_{\mathrm{E}}$, i.e. $\left(\alpha_{\mathrm{B}}=0.9, \alpha_{\mathrm{E}}=0.2\right)$, which is explained as follows: because the amplitudes for the legitimate link are balanced, this is translated into a more severe fading; conversely, the unbalanced amplitudes for the eavesdropper's link indicate a lower fading severity compared to the Rayleigh case. Combining the two effects, the overall SOP performance is hence worse than when assuming Rayleigh fading for both links.

On the other hand, for the cases where $\alpha_{\mathrm{B}}$ is lower than $\alpha_{\mathrm{E}}$, it can be obtained the desired secrecy performance (i.e., a target SOP) for a lower average SNR at Bob. In such case, some other interesting observations can be made: $i$ the secrecy performance for ( $\alpha_{\mathrm{B}}=0.2, \alpha_{\mathrm{E}}=0.9$ ), $\mathrm{N}_{i}$ with $i \in\{\mathrm{~B}, \mathrm{E}\}$ is much better than the Rayleigh case. Also, for these scenarios, the increase in the number of dominant specular rays arriving at both Bob and Eve is detrimental from a PLS perspective; and (ii) unlike the ( $\alpha_{\mathrm{B}}=0.2, \alpha_{\mathrm{E}}=0.9$ ) case, the worst secrecy performance for ( $\alpha_{\mathrm{B}}=0.9, \alpha_{\mathrm{E}}=0.2$ ) is obtained when the number of arriving dominant components at the receiver ends is equal to two, i.e., $N=2$. Regarding to the high SNR approximation of the SOP, it is clear that its performance is sufficiently tight with regard the exact analytical solution. It is also expected that the $\mathrm{SOP}_{\mathrm{A}}$ gradually approximates the exact SOP with higher accuracy as $\bar{\gamma}_{\mathrm{E}}$ increases.


Figure 4.3: SOP vs. $\bar{\gamma}_{\mathrm{B}}$ for different numbers of dominant specular waves N by considering unbalanced amplitude case (i.e., $\left\{\alpha_{\mathrm{B}}, \alpha_{\mathrm{E}}\right\}=\{0.2,0.9\}$ and $\left\{\alpha_{\mathrm{B}}, \alpha_{\mathrm{E}}\right\}=\{0.9,0.2\}$ ). For all curves, the values of channel parameters are: $R_{\mathrm{S}}=1 \mathrm{bps} / \mathrm{Hz}, \bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}, K_{\mathrm{dB}}^{\mathrm{B}}=K_{\mathrm{dB}}^{\mathrm{E}}=25 \mathrm{~dB} \Omega_{i}=1$, and $\mathrm{N}_{i}=\mathrm{N}$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$.

Fig. 4.4 presents the evolution of the SOP as a function of $R_{\mathrm{S}}$, considering the following channel settings: $\bar{\gamma}_{\mathrm{E}}=1 \mathrm{~dB}, \bar{\gamma}_{\mathrm{B}}=8 \mathrm{~dB}, K_{\mathrm{dB}}^{\mathrm{B}}=K_{\mathrm{dB}}^{\mathrm{E}}=20 \mathrm{~dB}$, and $\left\{\alpha_{\mathrm{B}}, \alpha_{\mathrm{E}}\right\}=\{0.2,0.3\}$. Herein, the effect of having a different number of dominant specular rays at both Bob and Eve over the secrecy performance is analyzed. For this purpose, it is assumed a fixed number of rays for the eavesdropper channel, with gradually increasing the number of rays received at Bob. The following cases are considered: $\mathrm{N}_{\mathrm{E}}=\{2,3\}$ and $\mathrm{N}_{\mathrm{B}}=\{2,3,4,5\}$, and for the sake of comparison, the figures also include the case $\mathrm{N}_{\mathrm{B}}=\mathrm{N}_{\mathrm{E}}$. Once again, it can be seen that having a larger number of multipath waves at the legitimate receiver in this unbalanced scenario effectively increases channel variability, causing the SOP to deteriorate when transmitting at a certain secrecy rate $R_{\mathrm{S}}$. From all curves, out the following two cases as detrimental to the SOP: $(i)$ a fixed $\mathrm{N}_{\mathrm{B}}$, with increasing the number of rays on the eavesdropper's channel and (ii) a fixed $\mathrm{N}_{\mathrm{E}}$, with increasing the number of rays on the Bob's channel. This can be understood by recalling that in the presence of a single dominant specular component for each link and a strong LoS condition, the set-up almost reduces to the AWGN case, for which the SOP is zero as $\bar{\gamma}_{\mathrm{B}}>\bar{\gamma}_{\mathrm{E}}$. Hence, having a reduced number of rays and a dominant component much larger than the remaining specular waves turn out to be beneficial for PLS. Besides, smaller values of $R_{\mathrm{S}}$ can improve the secrecy performance of the system, as expected. Finally, all curves present a better SOP behavior than the Rayleigh fading case.


Figure 4.4: SOP in terms of $R_{\mathrm{S}}$ for different numbers of dominant specular waves of $\mathrm{N}_{\mathrm{B}}=\{2,3,4,5\}$ with regard to $\mathrm{N}_{\mathrm{E}}=\{2,3\}$ by considering unbalanced amplitude case (i.e., $\left\{\alpha_{\mathrm{B}}, \alpha_{\mathrm{E}}\right\}=\{0.2,0.3\}$ ). For all curves, the fading parameters are set as: $\bar{\gamma}_{\mathrm{E}}=1 \mathrm{~dB}, \bar{\gamma}_{\mathrm{B}}=8 \mathrm{~dB}, K_{\mathrm{dB}}^{\mathrm{B}}=K_{\mathrm{dB}}^{\mathrm{E}}=20 \mathrm{~dB}$, and $\Omega_{i}=1$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$.

Next, Fig. 4.5 illustrates the SOP vs. $\bar{\gamma}_{\mathrm{B}}$ for different numbers of rays $\mathrm{N}_{\mathrm{B}}=\mathrm{N}_{\mathrm{E}}=\mathrm{N}$ with $\bar{\gamma}_{\mathrm{E}}=1$ $\mathrm{dB}, K_{\mathrm{dB}}^{\mathrm{B}}=25 \mathrm{~dB}$, and $K_{\mathrm{dB}}^{\mathrm{E}}=0 \mathrm{~dB}$. Moreover, the fading parameters are set as: $R_{\mathrm{S}}=\{1,2.5\}$ with $\alpha=\alpha_{\mathrm{B}},=\alpha_{\mathrm{E}}=0.15$ and $\alpha=\alpha_{\mathrm{B}},=\alpha_{\mathrm{E}}=0.30$ for $\mathrm{N}=2, \ldots 4$, and $\mathrm{N}=5$, respectively. From all instances, it can be observed that both the relative amplitudes and the number of the dominant waves play a pivotal role on the secrecy performance. For instance, notice that the decay of the SOP is rather abrupt for $\alpha=0.15$ and $\mathrm{N}=1, \ldots, 4$ regardless of the choice of $R_{\mathrm{S}}=\{1,2.5\}$. However, when both the number of rays and the relative amplitudes of the rays are increased (say $\alpha=0.3$ and $\mathrm{N}=5$ ), then the SOP is dramatically impaired and the decay is now similar to the Rayleigh case. This is in coherence with the observations made in [87] in the limit case of the absence of diffuse scattering, as $\alpha\left(\mathrm{N}_{\mathrm{B}}-1\right)<1$. This finding confirms that the relative amplitudes of the dominant components play a pivotal role in the security design criteria. Finally, all curves over NWDP fading outperform the SOP performance to its corresponding Rayleigh fading cases for the proposed scenarios.

Next, Fig. 4.6 plots the SOP vs. $\bar{\gamma}_{\mathrm{B}}$ and the two asymptotic results given in (4.6), (4.7), respectively. In all the cases, it is employed equal numbers of rays at both B and E , i.e., $\mathrm{N}=\mathrm{N}_{\mathrm{B}}=\mathrm{N}_{\mathrm{E}}, R_{\mathrm{S}}=1$ $\mathrm{bps} / \mathrm{Hz}, \Omega_{\mathrm{B}}=\Omega_{\mathrm{E}}=1, \bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}, K_{\mathrm{dB}}^{\mathrm{B}}=20 \mathrm{~dB}$, and $K_{\mathrm{dB}}^{\mathrm{E}}=0 \mathrm{~dB}$. Also, yet without loss of generality, it is assumed the following cases: Case $\mathrm{I}(\mathrm{N}=2)$ : Bob, $V_{2, \mathrm{~B}}=\alpha_{2, \mathrm{~B}} V_{1, \mathrm{~B}}$ with $V_{1, \mathrm{~B}}=1$, and $\alpha_{2, \mathrm{~B}}=0.2$. Eve, $V_{2, \mathrm{E}}=\alpha_{2, \mathrm{E}} V_{1, \mathrm{E}}$ with $V_{1, \mathrm{E}}=1$, and $\alpha_{2, \mathrm{E}}=0.9$; Case II $(\mathrm{N}=3)$ : Bob, $V_{n, \mathrm{~B}}=\alpha_{n, \mathrm{~B}} V_{1, \mathrm{~B}}$ with


Figure 4.5: SOP vs. $\bar{\gamma}_{\mathrm{B}}$ for different numbers of dominant specular waves $N=N_{\mathrm{B}}=N_{\mathrm{E}}$ by varying the value of $R_{\mathrm{S}}$ and assuming unbalanced amplitudes (i.e, $\alpha=\{0.15,0.30\}$ ). Also, $\bar{\gamma}_{\mathrm{E}}=1 \mathrm{~dB}$, $K_{\mathrm{dB}}^{B}=25 \mathrm{~dB}$, and $K_{\mathrm{dB}}^{\mathrm{E}}=0 \mathrm{~dB}$.
$V_{1, \mathrm{~B}}=1, \alpha_{n, \mathrm{~B}}=0.5$ for $n=\{2,3\}$. Eve, $V_{n, \mathrm{E}}=1$ for $n=\{1,2,3\}$; Case III $(\mathrm{N}=4)$ : Bob, $V_{n, \mathrm{~B}}=\alpha_{n, \mathrm{~B}} V_{1, \mathrm{~B}}$ with $V_{1, \mathrm{~B}}=1, \alpha_{n, \mathrm{~B}}=0.25$ for $n=\{2,3,4\}$. Eve, $V_{n, \mathrm{E}}=1$ for $n=\{1,2,3,4\}$. Here, our primary aim is to analyze the secrecy diversity order of the main links in the proposed scenarios. Firstly, based on the asymptotic expression in (4.7), it can be seen that the secrecy diversity order is one in all instances (see Remark 4). Specifically, the SOP in Case II quickly reaches the secrecy diversity order. Conversely, in Case I and III, it can be pointed out before the SOP curves reach the slope equal to unity, they experience a faster decay (i.e., a steeper slope) for operational ranges of SOP. For instance, if the target SOP is set to $10^{-3}$, the exact and asymptotic SOP in Case I and III are rather dissimilar; hence, the diversity order is not representative of the actual behavior of the SOP. This could be somehow interpreted as an equivalent increased secrecy diversity order offered by the fading parameters (i.e., $V_{n, \mathrm{~B}}, \mathrm{~N}_{\mathrm{B}}$, and $K_{\mathrm{dB}}^{\mathrm{B}}$ ) of the NWDP model for some range of SNRs. As mentioned above, such slope's behavior depends on the particular configuration of the parameters of the NWDP model. In those situations on which the condition $\alpha_{\mathrm{B}}\left(\mathrm{N}_{\mathrm{B}}-1\right)<1$ is met, the decay of the SOP is rather steep and behaves similarly as if no diffuse component was present [87] for a certain range of SNR values. In other circumstances, the slope of the SOP rapidly becomes one and the secrecy diversity order dominates the behavior for the operational range of secrecy outage probabilities. On the other hand, from (4.6), it can be observed that the exponents for the $\bar{\gamma}_{\mathrm{B}}$ terms depend on one of the summation indexes (i.e., $\left(k_{\mathrm{B}}+1\right)$ ). This suggests that each of these terms contributes in different ways to the decay of the SOP, which explains that the slope of the SOP is


Figure 4.6: SOP vs. $\bar{\gamma}_{\mathrm{B}}$ for different numbers of dominant specular waves $\mathrm{N}=\mathrm{N}_{\mathrm{B}}=\mathrm{N}_{\mathrm{E}}$ by assuming for all cases $R_{\mathrm{S}}=1 \mathrm{bps} / \mathrm{Hz}, \Omega_{\mathrm{B}}=\Omega_{\mathrm{E}}=1, \bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}$, and $K_{\mathrm{dB}}^{\mathrm{B}}=20 \mathrm{~dB}$, and $K_{\mathrm{dB}}^{\mathrm{E}}=0 \mathrm{~dB}$.
different depending on the range of values of $\bar{\gamma}_{\mathrm{B}}$. As the SNR is increased, it is only the first term of the series, which contributes to the SOP, revealing a diversity secrecy order of one (see the red curves in Fig. 4.6). Finally, notice that the asymptotic analytical in (4.6) is tighter than the asymptotic one given in (4.7) for low-SNR values.

Then, Fig. 4.7 shows the ASC vs. $\bar{\gamma}_{\mathrm{B}} / \bar{\gamma}_{\mathrm{E}}$ for different configurations of $\mathrm{N}_{\mathrm{E}}$, and $\alpha_{\mathrm{E}}$ with $\Omega_{\mathrm{B}}=\Omega_{\mathrm{E}}=1$, and $K_{\mathrm{dB}}^{\mathrm{B}}=K_{\mathrm{dB}}^{\mathrm{E}}=25 \mathrm{~dB}$. Here, it is assumed the following scenarios: Case IV $\left(\mathrm{N}_{\mathrm{B}}=3, \mathrm{~N}_{\mathrm{E}}=2\right)$ : Bob, $V_{n, \mathrm{~B}}=\alpha_{n, \mathrm{~B}} V_{1, \mathrm{~B}}$ with $V_{1, \mathrm{~B}}=1$, and $\alpha_{n, \mathrm{~B}}=0.1$ for $n=\{2,3\}$. Eve, $V_{2, \mathrm{E}}=\alpha_{2, \mathrm{E}} V_{1, \mathrm{E}}$ with $V_{1, \mathrm{E}}=1$, $\alpha_{2, \mathrm{E}} \in\{0.1,0.5,1\}$, and $\bar{\gamma}_{\mathrm{E}}=25 \mathrm{~dB}$; Case $\mathrm{V}\left(\mathrm{N}_{\mathrm{B}}=2, \mathrm{~N}_{\mathrm{E}} \in\{1,2,3,4\}\right)$ : Bob, $V_{n, \mathrm{~B}}=1$ for $n=\{1,2\}$. Eve, $\mathrm{N}_{\mathrm{E}}=1: V_{1, \mathrm{E}}=1, \mathrm{~N}_{\mathrm{E}}=2: V_{2, \mathrm{E}}=\alpha_{2, \mathrm{E}} V_{1, \mathrm{E}}$ with $\alpha_{2, \mathrm{E}}=0.9, \mathrm{~N}_{\mathrm{E}}=3: V_{n, \mathrm{E}}=\alpha_{n, \mathrm{E}} V_{n, \mathrm{E}}$ with $\alpha_{n, \mathrm{E}}=0.9$, for $n=\{2,3\}, \mathrm{N}_{\mathrm{E}}=4: V_{n, \mathrm{E}}=\alpha_{n, \mathrm{E}} V_{n, \mathrm{E}}$ with $\alpha_{n, \mathrm{E}}=0.9$, for $n=\{2,3,4\}$ and $\bar{\gamma}_{\mathrm{E}}=15 \mathrm{~dB}$. Also, with the above-described scenarios, the goal is to investigate the impact of the eavesdropper's fading parameters on the ASC performance. To this end, first, note in Case IV that, the combination of more specular components in Bob than Eve and the low amplitude values related to such dominant rays at Eve derives into a poor ASC performance. Conversely, high amplitude values of the specular components at the eavesdropper lead to better ASC performance, as expected. On the other hand, for the proposed scenario in Case IV, it can be observed that the increase in the number of specular components at Eve practically does not influence the ASC performance. One of the reasons for this behavior is that the amplitudes of Eve's rays take high values regardless of the number of dominant components. This fact results in fading, which prevents improving the quality of the wiretap channel.


Figure 4.7: ASC vs. $\bar{\gamma}_{\mathrm{B}} / \bar{\gamma}_{\mathrm{E}}$ for different configurations of $\mathrm{N}_{\mathrm{E}}$, and $\alpha_{\mathrm{E}}$ with $\Omega_{\mathrm{B}}=\Omega_{\mathrm{E}}=1$, and $K_{\mathrm{dB}}^{\mathrm{B}}=K_{\mathrm{dB}}^{\mathrm{E}}=25 \mathrm{~dB}$.


Figure 4.8: ASC vs. $\bar{\gamma}_{\mathrm{B}} / \bar{\gamma}_{\mathrm{E}}$ by varying $K_{\mathrm{dB}}^{\mathrm{B}}$ for a fixed $K_{\mathrm{dB}}^{\mathrm{E}}=0 \mathrm{~dB}$ with $\Omega_{\mathrm{B}}=\Omega_{\mathrm{E}}=1$, and $\bar{\gamma}_{\mathrm{E}}=10$ dB.

Finally, Fig. 4.8 shows the ASC as a function of $\bar{\gamma}_{\mathrm{B}} / \bar{\gamma}_{\mathrm{E}}$ by varying $K_{\mathrm{dB}}^{\mathrm{B}}$ for a fixed $K_{\mathrm{dB}}^{\mathrm{E}}=0 \mathrm{~dB}$ with $\Omega_{\mathrm{B}}=\Omega_{\mathrm{E}}=1$, and $\bar{\gamma}_{\mathrm{E}}=10 \mathrm{~dB}$. The remainder parameters are set to: Bob ( $\mathrm{N}_{\mathrm{B}}=3$ ), $V_{n, \mathrm{~B}}=\alpha_{n, \mathrm{~B}} V_{1, \mathrm{~B}}$ with $V_{1, \mathrm{~B}}=1, \alpha_{n, \mathrm{~B}}=0.1$ for $n=\{2,3\}$. Eve $\left(\mathrm{N}_{\mathrm{E}}=3\right), V_{n, \mathrm{E}}=1$ for $n=\{1,2,3\}$. Here, the goal is to explore the impact of increase the power of Bob's dominant components on the ASC performance. Therefore, based on all curves, it can be seen that the $K_{\mathrm{dB}}^{\mathrm{B}}$ configuration contributes to improving the ASC performance proportionally. However, this behavior happens up to a particular $K_{\mathrm{dB}}^{\mathrm{B}}$ value (i.e., 30 dB ); after that, the ASC remains identical. From a secrecy perspective, this result is a good insight into future mobile networks' design criteria. Finally, from all the instances in Fig. 4.7 and Fig. 4.8, it can be observed how for high-SNR values, the ASC curves exhibit a linear behavior in a log-scale, which are perfectly captured by the asymptotic ASC expressions.

### 4.4 CONCLUSIONS

This work explored how the explicit consideration of the incident waves arriving at the receiver ends may impact PLS performance in the context of wireless fading channels. The analytical expressions derived here complement and generalize those previously reported works in the literature concerning generalized fading channel models. Our findings also support the need for using ray-based fading models in those environments in which conventional fading models cannot adequately characterize an arbitrary number of dominant specular waves (e.g., mm-Wave communications). The main takeaways of our work can be summarized as: (i) abundant dominant specular rays impair the SOP, so scenarios with a reduced number of rays arriving at both Bob and Eve are beneficial whenever $\bar{\gamma}_{B}>\bar{\gamma}_{E} ;(i i)$ balanced amplitudes for the eavesdropper's link and unbalanced amplitudes for the desired link are the most favorable case from a PLS perspective; (iii) a significant increase on the power of Bob's dominant specular components with respect to the power of Eve's dominant specular components (i.e., $K_{\mathrm{B}} \gg K_{\mathrm{E}}$ ), in the case of balanced amplitudes, is a worst-case scenario for secrecy performance; (iv) the combined effect of decreasing the relative amplitudes at Eve, i.e., $\alpha_{\mathrm{E}}$ and low values of relatives amplitudes at the legitimate receiver, i.e. $\alpha_{\mathrm{B}}$, leads to worse the ASC performance (see Case IV in Fig 4.7).

# 5 SECURE TRANSMISSION WITH ANTENNA SELECTION IN MIMO $\kappa-\mu$ SHADOWED FADING CHANNELS 


#### Abstract

This chapter investigates the impact of considering realistic propagation conditions on the achievable PLS performance of a MIMO system in the presence of an eavesdropper equipped with multiple antennas. Specifically, this research concentrates on the $\kappa-\mu$ shadowed fading model because its physical underpinnings capture a wide range of propagation conditions, while, at the same time, it allows for a much better tractability than other state-of-the-art fading models. By considering TAS and MRC reception at the legitimate and eavesdropper's receiver sides, two relevant scenarios are studied, namely, $(i)$ the transmitter does not know the eavesdropper's CSI, and (ii) the transmitter has knowledge of the CSI of the eavesdropper link. To this end, due to the antenna selection procedure, new and tractable expressions for the PDF and CDF of the maximum of i.i.d. RVs associated with the legitimate paths under $\kappa-\mu$ shadowed fading are derived. Based on these results, novel closed-form expressions for the SOP and the ASC are found in a TAS/MRC configuration to assess the PLS performance in both passive and active eavesdropping scenarios. Moreover, analytical asymptotic expressions of the SOP and ASC are performed in the high-SNR regime. Based on these formulations, some valuable insights on how the fading parameters and the numbers of antennas at the receiver ends (i.e., Bob and Eve) impact the secrecy performance of the MIMO system are also provided.


### 5.1 SYSTEM AND CHANNEL MODEL STATISTICS

### 5.1.1 System Model

Based on the TAS/MRC configuration given in Section 2.3, it is considered the classic three-node model, as illustrated in Fig. 5.1, where a source node Alice (A) sends confidential information to a legitimate destination node Bob (B), while an eavesdropper Eve (E) attempts to intercept this information through the eavesdropper channel. In this system, all nodes, i.e., the transmitter, the receiver, and the eavesdropper, are equipped with multiple antennas denoted by $N_{\mathrm{A}}, N_{\mathrm{B}}$, and $N_{\mathrm{E}}$, respectively.


Figure 5.1: A general TAS/MRC MIMO network consisting of a legitimate pair and one eavesdropper, where the transmitter Alice (A), the receiver Bob (B), and the eavesdropper Eve (E) are equipped with $N_{\mathrm{A}}, N_{\mathrm{B}}$, and $N_{\mathrm{E}}$ antennas, respectively. This figure is based on [98].

### 5.1.2 Channel Model

Here, it is assumed that both the legitimate and eavesdropper channels experience i.i.d. quasi-static $\kappa-\mu$ shadowed fading. Therefore, the corresponding PDF and CDF of the instantaneous SNR of the RV $\gamma$ following $\kappa-\mu$ shadowed fading can be expressed as a finite mixture of gamma distributions by [128] ${ }^{[1]}$
$\square$ lf $m<\mu$

$$
\begin{align*}
& f_{\gamma}(\gamma)=\sum_{j=1}^{\mu-m} A_{1, j} f_{\gamma}^{\mathrm{G}}\left(\omega_{A 1} ; \mu-m-j+1 ; \gamma\right)+\sum_{j=1}^{m} A_{2, j} f_{\gamma}^{\mathrm{G}}\left(\omega_{A 2} ; m-j+1 ; \gamma\right),  \tag{5.1a}\\
& F_{\gamma}(\gamma)=1-\sum_{j=1}^{\mu-m} A_{1, j} \exp \left(-\frac{\gamma}{\Delta_{1}}\right)^{\mu-m-j} \sum_{r=0}^{\mu!} \frac{1}{r!}\left(\frac{\gamma}{\Delta_{1}}\right)^{r}-\sum_{j=1}^{m} A_{2, j} \exp \left(-\frac{\gamma}{\Delta_{2}}\right) \sum_{r=0}^{m-j} \frac{1}{r!}\left(\frac{\gamma}{\Delta_{2}}\right)^{r}, \tag{5.1b}
\end{align*}
$$

$\square$ If $m \geq \mu$
[1] Noteworthy, the PDF and CDF of the $\kappa-\mu$ shadowed distribution can be represented in many ways (i) hypergeometric functions as proposed in its original format [21]; (ii) an infinite series in terms of Laguerre polynomials [10], and (iii) an infinite [158] and finite [128] mixture of gamma distributions. This work sticks to the last one because of its mathematically tractable expressions, well-suited to dealing with TAS/MRC systems.

$$
\begin{align*}
f_{\gamma}(\gamma) & =\sum_{j=0}^{m-\mu} B_{j} f_{\gamma}^{\mathrm{G}}\left(\omega_{B} ; m-j ; \gamma\right)  \tag{5.2a}\\
F_{\gamma}(\gamma) & =1-\sum_{j=0}^{m-\mu} B_{j} \exp \left(-\frac{\gamma}{\Delta_{2}}\right)^{m-j-1} \sum_{r=0}^{m!} \frac{1}{r!}\left(\frac{\gamma}{\Delta_{2}}\right)^{r} \tag{5.2b}
\end{align*}
$$

where $f_{X}^{\mathrm{G}}(\bar{\gamma} ; \tilde{m} ; x)$ denotes the PDF of a RV $X$ that follows a gamma distribution, defined as

$$
\begin{equation*}
f_{X}^{\mathrm{G}}(\bar{\gamma} ; \tilde{m} ; x)=\left(\frac{\tilde{m}}{\bar{\gamma}}\right)^{\tilde{m}} \frac{x^{\tilde{m}-1}}{(\tilde{m}-1)!} \exp \left(-\frac{x \tilde{m}}{\bar{\gamma}}\right) \tag{5.3}
\end{equation*}
$$

and

$$
\begin{align*}
A_{1, j} & =(-1)^{m}\binom{m+j-2}{j-1}\left(\frac{m}{\mu \kappa+m}\right)^{m}\left(\frac{\mu \kappa}{\mu \kappa+m}\right)^{-m-j+1} \\
A_{2, j} & =(-1)^{j-1}\binom{\mu-m+j-2}{j-1} \times\left(\frac{m}{\mu \kappa+m}\right)^{j-1}\left(\frac{\mu \kappa}{\mu \kappa+m}\right)^{m-\mu-j+1} \\
B_{j} & =\binom{m-\mu}{j}\left(\frac{m}{\mu \kappa+m}\right)^{j}\left(\frac{\mu \kappa}{\mu \kappa+m}\right)^{m-\mu-j} \tag{5.4}
\end{align*}
$$

and

$$
\begin{align*}
\omega_{A 1} & =\Delta_{1}(\mu-m-j+1), \\
\omega_{A 2} & =\Delta_{2}(m-j+1), \\
\omega_{B} & =\Delta_{2}(m-j) \tag{5.5}
\end{align*}
$$

where

$$
\begin{align*}
& \Delta_{1}=\frac{\bar{\gamma}}{\mu(1+\kappa)}, \\
& \Delta_{2}=\frac{\mu \kappa+m}{m} \frac{\bar{\gamma}}{\mu(1+\kappa)} . \tag{5.6}
\end{align*}
$$

In the above formulations, $\bar{\gamma}=\mathbb{E}[\gamma]$ is the average $\operatorname{SNR}$. Besides, $\mu, m$, and $\kappa$ are the fading parameters that denote the number of the multipath clusters, the shadowing severity index, and the ratio between the total power of the dominant components associated to the LoS and the total power of the scattered waves, respectively (for more details see Section 2.2.2.3). Finally, it is worth mentioning that due to the antenna selection procedure, the CDFs given in (5.1b) and (5.2b) should be reformulated in order to derive the maximum of i.i.d. $\kappa-\mu$ shadowed RVs, as will be seen in Appendix E. 1 .

### 5.1.3 Transmission Scheme

As mentioned in section 2.3.1.1, for the proposed MIMO wiretap system, the optimum TAS protocol selects the strongest antenna between the legitimate entities for transmission, i.e. the antenna that maximizes the instantaneous SNR between Alice and Bob. From a secrecy perspective, this allows to maximize the channel capacity and fully exploit the multi-antenna diversity at the transmitter, while the optimum TAS for Bob corresponds to a random transmit antenna for Eve. Moreover, in an effort to exploit the antenna diversity at the receiver ends, it is assumed that the MRC technique is employed at both Bob and Eve. Therefore, from (2.44), the index of the selected antenna at the transmitter, here for notational convenience denoted by $k^{*}$, is given by

$$
\begin{equation*}
k^{*}=\arg \max _{1 \leq k \leq N_{\mathrm{A}}} \sum_{l=1}^{N_{\mathrm{B}}}\left|h_{k, l}\right|^{2} \tag{5.7}
\end{equation*}
$$

where $h_{k, l}$ is the channel coefficient of the link between $k$-th transmitting antenna at Alice and $l$-th receive antenna at Bob. The index of the selected antenna is reported to Alice through a feedback channel. Based on the TAS/MRC setup, the received signals at the $l$-th antenna of Bob and at the $r$-th ( $1 \leq f \leq N_{\mathrm{E}}$ ) antenna of Eve are given by

$$
\begin{gather*}
y_{\mathrm{B}, l}=\sqrt{P} h_{k^{*}, l} x+n_{l},  \tag{5.8a}\\
y_{\mathrm{E}, f}=\sqrt{P} g_{k^{*}, f} x+n_{f}, \tag{5.8b}
\end{gather*}
$$

where $P$ is is the average transmit power, $x$ denotes the secret message to be transmitted, $h_{k^{*}, l}$ is the $\kappa-\mu$ shadowed channel coefficients of the link between the selected antenna $k^{*}$ at Alice and the $l$-th receive antenna at Bob. Likewise, $g_{k^{*}, f}$ is the $\kappa-\mu$ shadowed channel coefficient of the link between the selected antenna $k^{*}$ at Alice, and the $f$-th receive antenna at Eve. Besides, $n_{l}$ and $n_{f}$ are AWGN noise at the receivers of the $l$-th antenna of Bob and at the $f$-th antenna of Eve with zero mean and variance $\sigma_{w}^{2}$ with $w \in\{\mathrm{~B}, \mathrm{E}\}$, respectively. Based on (5.8), the corresponding instantaneous SNRs at the receivers can be expressed as

$$
\begin{align*}
& \gamma_{\mathrm{B}}=\frac{P \sum_{l=1}^{N_{\mathrm{B}}}\left|h_{k^{*}, l}\right|^{2}}{\sigma_{\mathrm{B}}^{2}},  \tag{5.9a}\\
& \gamma_{\mathrm{E}}=\frac{P \sum_{f=1}^{N_{\mathrm{E}}}\left|g_{k^{*}, f}\right|^{2}}{\sigma_{\mathrm{E}}^{2}} . \tag{5.9b}
\end{align*}
$$

### 5.1.4 Channel Statistics for TAS/MRC setup

Here, the theoretical framework used to obtain the PDF and CDF of the main and the eavesdropper channels under the TAS/MRC configuration is introduced. These formulations will be used on the secrecy analysis in the next sections.

Concerning the eavesdropper channel, it is defined $\gamma_{k^{*}, f}=\frac{P\left|g_{k^{*}, f}\right|^{2}}{\sigma_{\mathrm{E}}^{2}}$ as the instantaneous received SNR of the $f$-th diversity branch of the MRC receiver at Eve. Now, by considering $N_{\mathrm{E}}$ i.i.d. $\kappa-\mu$ shadowed RVs, i.e., $\gamma_{k^{*}, f}\left(\bar{\gamma}_{\mathrm{E}}, \kappa_{\mathrm{E}}, \mu_{\mathrm{E}}, m_{\mathrm{E}}\right)$ for $f=\left\{1, \ldots, N_{\mathrm{E}}\right\}$, the sum of these RVs is another $\kappa-\mu$ shadowed RV with scaled parameters, i.e., [21, Proposition 1]

$$
\begin{equation*}
\sum_{f=1}^{N_{\mathrm{E}}} \gamma_{k^{*}, f}\left(\bar{\gamma}_{\mathrm{E}}, \kappa_{\mathrm{E}}, \mu_{\mathrm{E}}, m_{\mathrm{E}}\right)=\gamma_{\mathrm{E}}\left(N_{\mathrm{E}} \bar{\gamma}_{\mathrm{E}}, \kappa_{\mathrm{E}}, N_{\mathrm{E}} \mu_{\mathrm{E}}, N_{\mathrm{E}} m_{\mathrm{E}}\right) \tag{5.10}
\end{equation*}
$$

Departing from (5.2) and applying the relationship given in (5.10), the PDF and CDF at Eve are given by

$$
\begin{align*}
& \text { 口 If } m_{\mathrm{E}}<\mu_{\mathrm{E}} \\
& \qquad f_{\gamma_{\mathrm{E}}}\left(\gamma_{\mathrm{E}}\right)=\sum_{j=1}^{\eta_{\mathrm{E}}} A_{1, j}^{\mathrm{E}} f_{\mathrm{G}}\left(\omega_{A 1}^{\mathrm{E}} ; \eta_{\mathrm{E}}-j+1 ; \gamma_{\mathrm{E}}\right)+\sum_{j=1}^{\nu_{\mathrm{E}}} A_{2, j}^{\mathrm{E}} f_{\mathrm{G}}\left(\omega_{A 2}^{\mathrm{E}} ; \nu_{\mathrm{E}}-j+1 ; \gamma_{\mathrm{E}}\right),  \tag{5.11a}\\
& F_{\gamma_{\mathrm{E}}}\left(\gamma_{\mathrm{E}}\right)=1-\sum_{j=1}^{\eta_{\mathrm{E}}} A_{1, j}^{\mathrm{E}} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\Delta_{1}^{\mathrm{E}}}\right) \sum_{r=0}^{\eta_{\mathrm{E}}-j} \frac{1}{r!}\left(\frac{\gamma_{\mathrm{E}}}{\Delta_{1}^{\mathrm{E}}}\right)^{r}-\sum_{j=1}^{\nu_{\mathrm{E}}} A_{2, j}^{\mathrm{E}} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\Delta_{2}^{\mathrm{E}}}\right) \sum_{r=0}^{\nu_{\mathrm{E}}-j} \frac{1}{r!}\left(\frac{\gamma_{\mathrm{E}}}{\Delta_{2}^{\mathrm{E}}}\right)^{r}, \tag{5.11b}
\end{align*}
$$

where $\eta_{\mathrm{E}}=N_{\mathrm{E}}\left(\mu_{\mathrm{E}}-m_{\mathrm{E}}\right)$, and $\nu_{\mathrm{E}}=N_{\mathrm{E}} m_{\mathrm{E}}$.
$\square$ If $m_{\mathrm{E}} \geq \mu_{\mathrm{E}}$

$$
\begin{gather*}
f_{\gamma_{\mathrm{E}}}\left(\gamma_{\mathrm{E}}\right)=\sum_{j=0}^{\beta_{\mathrm{E}}} B_{j}^{\mathrm{E}} f_{\mathrm{G}}\left(\omega_{B}^{\mathrm{E}} ; \nu_{\mathrm{E}}-j ; \gamma_{\mathrm{E}}\right)  \tag{5.12a}\\
F_{\gamma_{\mathrm{E}}}\left(\gamma_{\mathrm{E}}\right)=1-\sum_{j=0}^{\beta_{\mathrm{E}}} B_{j}^{\mathrm{E}} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\Delta_{2}^{\mathrm{E}}}\right)^{\nu_{\mathrm{E}}-j-1} \sum_{r=0}^{r!} \frac{1}{r!}\left(\frac{\gamma_{\mathrm{E}}}{\Delta_{2}^{\mathrm{E}}}\right)^{r} \tag{5.12b}
\end{gather*}
$$

where $\beta_{\mathrm{E}}=N_{\mathrm{E}}\left(m_{\mathrm{E}}-\mu_{\mathrm{E}}\right)$. For notational convenience, all the coefficients marked with superscripts E (e.g., $\Delta_{1}^{\mathrm{E}}$ ) refer to the fading parameters at Eve, which can be obtained from (5.4) to (5.6) by substituting $\bar{\gamma}, \mu, m$ and $\kappa$ by $N_{\mathrm{E}} \bar{\gamma}_{\mathrm{E}}, N_{\mathrm{E}} \mu_{\mathrm{E}}, N_{\mathrm{E}} m_{\mathrm{E}}$, and $\kappa_{\mathrm{E}}$, respectively.

Regarding the legitimate link, it is defined $\gamma_{k^{*}, l}=\frac{P\left|h_{k^{*}, l}\right|^{2}}{\sigma_{\mathrm{B}}^{2}}$ for $f=\left\{1, \ldots, N_{\mathrm{B}}\right\}$ as the instantaneous received SNR of the $l$-th diversity branch of the MRC receiver at Bob. Based on this, the CDF and PDF of $\gamma_{\mathrm{B}}=\sum_{l=1}^{N_{\mathrm{B}}} \gamma_{k^{*}, l}$ are respectively given in the following propositions.

Proposition 10. The $\operatorname{CDF}$ of $\gamma_{\mathrm{B}}$ is given by

ᄀ If $m_{\mathrm{B}}<\mu_{\mathrm{B}}$

$$
\begin{align*}
& F_{\gamma_{\mathrm{B}}}\left(\gamma_{\mathrm{B}}\right)=+\sum_{k=1}^{N_{\mathrm{A}}}(-1)^{k}\binom{N_{\mathrm{A}}}{k} \sum_{c=0}^{k}\binom{k}{c} \sum_{\rho\left(c, \nu_{\mathrm{B}}\right)} \frac{c!}{p_{1}!\cdots p_{\nu_{\mathrm{B}}}!}\left[\prod _ { q = 1 } ^ { \nu _ { \mathrm { B } } } \left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-q}}{\left(\nu_{\mathrm{B}}-q\right)!}\right.\right. \\
&\left.\left.\sum_{z=\nu_{\mathrm{B}}+1-q}^{\nu_{\mathrm{B}}} A_{2, \nu_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{p_{q}}\right] \\
& \times \exp \left(-\gamma_{\mathrm{B}}\left(\frac{k-c}{\Delta_{\mathrm{B}}^{\mathrm{E}}}\right)\right) \sum_{\rho\left(k-c, \eta_{\mathrm{B}}\right)} \frac{(k-c)!}{s_{1}!\cdots s_{\eta_{\mathrm{B}}}!}\left[\prod_{t=1}^{\eta_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{\mathrm{B}}^{\mathrm{B}}}\right)^{\eta_{\mathrm{B}}-t}}{\left(\eta_{\mathrm{B}}-t\right)!} \sum_{z=\eta_{\mathrm{B}}+1-t}^{\eta_{\mathrm{B}}} A_{1, \eta_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{s_{t}}\right]  \tag{5.13}\\
& \times \exp \left(-\gamma_{\mathrm{B}}\left(\frac{c}{\Delta_{2}^{\mathrm{B}}}\right)\right) \gamma_{\mathrm{B}}^{\sum_{t=1}^{\eta_{\mathrm{B}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}},}
\end{align*}
$$

where $\eta_{\mathrm{B}}=N_{\mathrm{B}}\left(\mu_{\mathrm{B}}-m_{\mathrm{B}}\right), \nu_{\mathrm{B}}=N_{\mathrm{B}} m_{\mathrm{B}}$. As in the previous case, all the coefficients marked with superscripts B (e.g., $\Delta_{1}^{\mathrm{B}}$ ) refer to the fading parameters at Bob, which can be obtained from (5.4) to (5.6) by substituting $\bar{\gamma}$ for $N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}, \mu$ for $N_{\mathrm{B}} \mu_{\mathrm{B}}, m$ for $N_{\mathrm{B}} m_{\mathrm{B}}$, and $\kappa$ for $\kappa_{\mathrm{B}}$. Also, based on the multinomial theorem [149, Eq. (24.1.2)], it follows that $\rho\left(k-c, \eta_{\mathrm{B}}\right)=\left\{\left(s_{1}, s_{2}, \cdots, s_{\eta_{\mathrm{B}}}\right): s_{t} \in \mathbb{N}, \sum_{t=1}^{\eta_{\mathrm{B}}} s_{t}=k-c\right\}$, and similarly $\rho\left(c, \nu_{\mathrm{B}}\right)=\left\{\left(p_{1}, p_{2}, \cdots, p_{\nu_{\mathrm{B}}}\right): p_{q} \in \mathbb{N}, \sum_{q=1}^{\nu_{\mathrm{B}}} p_{q}=c\right\}$.

ㄱ If $m_{\mathrm{B}} \geq \mu_{\mathrm{B}}$

$$
\begin{align*}
F_{\gamma_{\mathrm{B}}}\left(\gamma_{\mathrm{B}}\right)= & 1+\sum_{k=1}^{N_{\mathrm{A}}}(-1)^{k}\binom{N_{\mathrm{A}}}{k} \sum_{\rho\left(k, \nu_{\mathrm{B}}\right)} \frac{k!}{s_{1}!\cdots s_{\nu_{\mathrm{B}}}!}\left[\prod_{t=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-t}}{\left(\nu_{\mathrm{B}}-t\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j-1)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}-z}^{\mathrm{B}}\right)^{s_{t}}\right] \\
& \times \exp \left(-\gamma_{\mathrm{B}}\left(\frac{k}{\Delta_{2}^{\mathrm{B}}}\right)\right) \gamma_{\mathrm{B}}^{\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}}, \tag{5.14}
\end{align*}
$$

where $\rho\left(k, \nu_{\mathrm{B}}\right)=\left\{\left(s_{1}, s_{2}, \cdots, s_{\nu_{\mathrm{B}}}\right): s_{t} \in \mathbb{N}, \sum_{t=1}^{\nu_{\mathrm{B}}} s_{t}=k\right\}$ and $\beta_{\mathrm{B}}=N_{\mathrm{B}}\left(m_{\mathrm{B}}-\mu_{\mathrm{B}}\right)$.
Proof. See Appendix E.1.
Proposition 11. By taking the derivative of (5.13) and (5.14) with respect to $\gamma_{\mathrm{B}}$, the PDFs at Bob can be obtained asIf $m_{\mathrm{B}}<\mu_{\mathrm{B}}$

$$
\begin{align*}
& f_{\gamma_{\mathrm{B}}}\left(\gamma_{\mathrm{B}}\right)= \sum_{k=1}^{N_{\mathrm{A}}}(-1)^{k}\binom{N_{\mathrm{A}}}{k} \sum_{c=0}^{k}\binom{k}{c} \sum_{\rho\left(c, \nu_{\mathrm{B}}\right)} \frac{c!}{p_{1}!\cdots p_{\nu_{\mathrm{B}}}!}\left[\prod _ { q = 1 } ^ { \nu _ { \mathrm { B } } } \left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-q}}{\left(\nu_{\mathrm{B}}-q\right)!}\right.\right. \\
& z=\nu_{\mathrm{B}}+1-q \\
& \nu_{\mathrm{B}}\left.\left.A_{2, \nu_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{p_{q}}\right] \\
& \times \frac{\exp \left(-\gamma_{\mathrm{B}}\left(\frac{k-c}{\Delta_{1}^{\mathrm{B}}}+\frac{c}{\Delta_{2}^{\mathrm{B}}}\right)\right)}{\Delta_{1}^{\mathrm{B}} \Delta_{2}^{\mathrm{B}}} \sum_{\rho\left(k-c, \eta_{\mathrm{B}}\right)} \frac{(k-c)!}{s_{1}!\cdots s_{\eta_{\mathrm{B}}}!}\left[\prod_{t=1}^{\eta_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{1}^{\mathrm{B}}}\right)^{\eta_{\mathrm{B}}-t}}{\left(\eta_{\mathrm{B}}-t\right)!} \sum_{z=\eta_{\mathrm{B}}+1-t}^{\eta_{\mathrm{B}}} A_{1, \eta_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{s_{t}}\right]  \tag{5.15}\\
& \times \gamma_{\mathrm{B}}^{-1+\sum_{t=1}^{\eta_{\mathrm{B}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}}\left(\Delta_{1}^{\mathrm{B}} \Delta_{2}^{\mathrm{B}}\left(\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}\right)\right.} \\
&\left.-\gamma_{\mathrm{B}}\left(\Delta_{1}^{\mathrm{B}} c-\Delta_{2}^{\mathrm{B}}(c-k)\right)\right) .
\end{align*}
$$

$\square$ If $m_{\mathrm{B}} \geq \mu_{\mathrm{B}}$

$$
\begin{align*}
f_{\gamma_{\mathrm{B}}}\left(\gamma_{\mathrm{B}}\right)= & \sum_{k=1}^{N_{\mathrm{A}}}(-1)^{k}\binom{N_{\mathrm{A}}}{k} \sum_{\rho\left(k, \nu_{\mathrm{B}}\right)} \frac{k!}{s_{1}!\cdots s_{\nu_{\mathrm{B}}}!}\left[\prod_{t=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-t}}{\left(\nu_{\mathrm{B}}-t\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j-1)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}-z}^{\mathrm{B}}\right)^{s_{t}}\right] \\
& \times \frac{\exp \left(-\frac{k \gamma_{\mathrm{B}}}{\Delta_{\mathrm{B}}^{\mathrm{B}}}\right)}{\Delta_{2}^{\mathrm{B}}} \gamma_{\mathrm{B}}^{-1+\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}}\left(\Delta_{2}^{\mathrm{B}} \sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}-k \gamma_{\mathrm{B}}\right) . \tag{5.16}
\end{align*}
$$

### 5.2 SECRECY METRICS

In this section, based on the above formulations given in 5.1.4, analytical expressions for the SOP, ASC and high-SNR approximations of the SOP and ASC under TAS/MRC configuration by assuming $\kappa-\mu$ shadowed fading channels are derived.

### 5.2.1 SOP Analysis

As in the SOP analysis for the NWDP model, it is considered a silent eavesdropper whose CSI is not availabe for Alice. Therefore, Alice selects a constant secrecy rate $R_{\mathrm{S}}$ to transmit information to Bob. In practice, this configuration is associated with a passive eavesdropping attack (see Section 2.1.2.2). By using (5.11a),(5.13) and (5.12a),(5.14) into (2.5), the SOP expressions can be obtained as stated in the following Proposition.

Proposition 12. The SOP for $m_{i}<\mu_{i}$ and $m_{i} \geq \mu_{i}$ with $i \in\{\mathrm{~B}, \mathrm{E}\}$ over i.i.d. $\kappa-\mu$ shadowed fading channels can be obtained as (5.17) and (5.18), respectively.

$$
\begin{align*}
\mathrm{SOP}= & \sum_{k=0}^{N_{\mathrm{A}}}(-1)^{k}\binom{N_{\mathrm{A}}}{k} \sum_{c=0}^{k}\binom{k}{c} \sum_{\rho\left(k-c, \eta_{\mathrm{B}}\right)} \frac{(k-c)!}{s_{1}!\cdots s_{\eta_{\mathrm{B}}}!}\left[\prod_{t=1}^{\eta_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{\mathrm{B}}^{\mathrm{B}}}\right)^{\eta_{\mathrm{B}}-t}}{\left(\eta_{\mathrm{B}}-t\right)!} \sum_{z=\eta_{\mathrm{B}}+1-t}^{\eta_{\mathrm{B}}} A_{1, \eta_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{s_{t}}\right] \\
& \times \sum_{\rho\left(c, \nu_{\mathrm{B}}\right)} \frac{c!}{p_{1}!\cdots p_{\nu_{\mathrm{B}}}!}\left[\prod_{q=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-q}}{\left(\nu_{\mathrm{B}}-q\right)!} \sum_{z=\nu_{\mathrm{B}}+1-q}^{\nu_{\mathrm{B}}} A_{2, \nu_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{p_{q}}\right] \exp \left(-(\tau-1)\left(\frac{k-c}{\Delta_{1}^{\mathrm{B}}}+\frac{c}{\Delta_{2}^{\mathrm{B}}}\right)\right) \\
& \left.\times \sum_{t=1}^{\eta_{\mathrm{B}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}} \sum_{b=0}^{\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}}\right)(\tau-1)^{\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}-b} \\
& \times(\tau)^{b}\left[\sum_{j=1}^{\eta_{\mathrm{E}}}\left(\frac{\eta_{\mathrm{E}}-j+1}{\omega_{A 1}^{\mathrm{E}}}\right)^{\eta_{\mathrm{E}}-j+1} \frac{A_{1, j}^{\mathrm{E}}}{\left(\eta_{\mathrm{E}}-j\right)!}\left(\frac{\tau(k-c)}{\Delta_{1}^{\mathrm{B}}}+\frac{\tau c}{\Delta_{2}^{\mathrm{B}}}+\frac{\eta_{\mathrm{E}}-j+1}{\omega_{A 1}^{\mathrm{E}}}\right)^{-1-b+j-\eta_{\mathrm{E}}}\right. \\
& \times \Gamma\left(1+b-j+\eta_{\mathrm{E}}\right)+\sum_{j=1}^{\nu_{\mathrm{E}}} \frac{A_{2, j}^{\mathrm{E}}}{\left(\nu_{\mathrm{E}}-j\right)!}\left(\frac{\tau(k-c)}{\Delta_{1}^{\mathrm{B}}}+\frac{\tau c}{\Delta_{2}^{\mathrm{B}}}+\frac{\nu_{\mathrm{E}}-j+1}{\omega_{A 1}^{\mathrm{E}}}\right)^{-1-b+j-\nu_{\mathrm{E}}} \\
& \left.\times\left(\frac{\nu_{\mathrm{E}}-j+1}{\omega_{A 2}^{\mathrm{E}}}\right)^{\nu_{\mathrm{E}}-j+1}\right] . \tag{5.17}
\end{align*}
$$

$$
\begin{align*}
\mathrm{SOP}= & \sum_{k=0}^{N_{\mathrm{A}}}(-1)^{k}\binom{N_{\mathrm{A}}}{k} \exp \left(-k \frac{(\tau-1)}{\Delta_{2}^{\mathrm{B}}}\right) \sum_{\rho\left(k, \nu_{\mathrm{B}}\right)} \frac{k!}{s_{1}!\cdots s_{\nu_{\mathrm{B}}}!}\left[\prod_{t=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-t}}{\left(\nu_{\mathrm{B}}-t\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j-1)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}-z}^{\mathrm{B}}\right)^{s_{t}}\right] \\
& \times \sum_{b=0}^{\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}} \tau^{b}\binom{\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}}{b}(\tau-1)^{\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}} \sum_{j=0}^{\beta_{\mathrm{E}}} \frac{B_{j}^{\mathrm{E}}}{\nu_{\mathrm{E}}-j-1}\left(\frac{\nu_{\mathrm{E}}-j}{\omega_{B}^{\mathrm{E}}}\right)^{\nu_{\mathrm{E}}-j} \Gamma\left(b-j+\nu_{\mathrm{E}}\right) \\
& \times\left(\frac{k \tau}{\Delta_{2}^{\mathrm{B}}}+\frac{\nu_{\mathrm{E}}-j}{\omega_{B}^{\mathrm{E}}}\right)^{j-b-\nu_{\mathrm{E}}} \tag{5.18}
\end{align*}
$$

Proof. See Appendix E.2.

### 5.2.2 Asymptotic SOP Analysis

Here, an asymptotic closed-form formulation of the SOP is derived to gain more insights into the impact of the $\kappa-\mu$ shadowed's fading parameters on the PLS performance of TAS/MRC configuration. For that purpose, it is considered the behaviour at the high SNR regime of the legitimate link, where $\bar{\gamma}_{B} \rightarrow \infty$ while $\bar{\gamma}_{E}$ is kept fixed, i.e., the case in which Alice (A) is very close to Bob (B) and Eve (E) is located far away (see Section 2.1.2.3). Our aim is to express the asymptotic SOP expression in
the form (2.7). Therefore, the expression for the asymptote of the SOP over $\kappa-\mu$ shadowed fading channels is given in the following Proposition.

Proposition 13. The asymptotic closed-form expression of the SOP over i.i.d. $\kappa-\mu$ shadowed can be obtained as

$$
\begin{align*}
\mathrm{SOP}^{\infty} \simeq & \left(\frac{m_{\mathrm{B}}^{N_{\mathrm{B}} m_{\mathrm{B}}}\left(1+\kappa_{\mathrm{B}}\right)^{N_{\mathrm{B}} \mu_{\mathrm{B}}} \mu_{\mathrm{B}}^{N_{\mathrm{B}} \mu_{\mathrm{B}}-1} \tau^{N_{\mathrm{B}} \mu_{\mathrm{B}}}}{N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}^{N_{\mathrm{B}} \mu_{\mathrm{B}}}\left(m_{\mathrm{B}}+\kappa_{\mathrm{B}} \mu_{\mathrm{B}}\right)^{\mathrm{N}_{\mathrm{B}} m_{\mathrm{B}}} \Gamma\left(N_{\mathrm{B}} \mu_{\mathrm{B}}\right)}\right)^{N_{\mathrm{A}}} \frac{m_{\mathrm{E}}^{N_{\mathrm{E}} m_{\mathrm{E}}}}{\Gamma\left(N_{\mathrm{E}} \mu_{\mathrm{E}}\right)\left(\mu_{\mathrm{E}} \kappa_{\mathrm{E}}+m_{\mathrm{E}}\right)^{N_{\mathrm{E}} m_{\mathrm{E}}}} \\
& \times\left(\frac{\mu_{\mathrm{E}}\left(1+\kappa_{\mathrm{E}}\right)}{\bar{\gamma}_{\mathrm{E}}}\right)^{-N_{\mathrm{A}} N_{\mathrm{B}} \mu_{\mathrm{B}}}{ }_{2} F_{1}\left(N_{\mathrm{E}} m_{\mathrm{E}}, N_{\mathrm{A}} N_{\mathrm{B}} \mu_{\mathrm{B}}+N_{\mathrm{E}} \mu_{\mathrm{E}}, N_{\mathrm{E}} \mu_{\mathrm{E}}, \frac{\kappa_{\mathrm{E}} \mu_{\mathrm{E}}}{m_{\mathrm{E}}+\kappa_{\mathrm{E}} \mu_{\mathrm{E}}}\right) \\
& \times \Gamma\left(N_{\mathrm{A}} N_{\mathrm{B}} \mu_{\mathrm{B}}+N_{\mathrm{E}} \mu_{\mathrm{E}}\right) . \tag{5.19}
\end{align*}
$$

Proof. See Appendix E.3.
Remark 5. Comparing (2.7), i.e., $\mathrm{SOP}^{\infty} \simeq \mathrm{G}_{c} \bar{\gamma}_{\mathrm{B}}^{-\mathrm{G}_{d}}$ with respect to (5.19), it can be noticed that the secrecy diversity gain is given by $\mathrm{G}_{d}=N_{\mathrm{A}} N_{\mathrm{B}} \mu_{\mathrm{B}}$. This means that, the secrecy diversity gain is directly affected by the number of antennas (i.e., $N_{\mathrm{A}}$ and/or $N_{\mathrm{B}}$ ) or the number of wave clusters arriving at Bob. Interestingly, neither the LoS condition through $\kappa_{\mathrm{B}}$ nor the LoS fluctuation through $m_{\mathrm{B}}$ affect the secrecy diversity order. This fact plays a pivotal role in the secrecy performance of the system (as will be discussed in Numerical Results Section). On the other hand, notice that the fading parameter $\mu_{\mathrm{E}}$ corresponding to the eavesdropper channel does not affect the secrecy diversity gain of the underlying system (see Fig. 5.5).

### 5.2.3 ASC Analysis

In this section, it is assumed an active eavesdropping scenario, where the CSIs of both main and eavesdropper channels are known at Alice. Unlike the passive eavesdropping scenario, in an active case, Alice can now adapt her transmission rate according to any achievable secrecy rate $R_{\mathrm{S}}$ such that $R_{\mathrm{S}} \leq C_{\mathrm{S}}$ (see Section 2.1.2.4). Next, by substituting the necessary formulations in (2.8) that were derived in Section 5.1.4, the ASC expressions over i.i.d. $\kappa-\mu$ shadowed fading channels under TAS/MRC system are given as stated in the following Proposition.

Proposition 14. The ASC closed-form expressions for $m_{i} \geq \mu_{i}$ and $m_{i}<\mu_{i}$ with $i \in\{\mathrm{~B}, \mathrm{E}\}$ over i.i.d. $\kappa-\mu$ shadowed fading channels can be formulated as (5.20), and (5.21), respectively.

$$
\begin{align*}
\bar{C}_{\mathrm{S}}= & \frac{1}{\ln 2} \sum_{k=1}^{N_{\mathrm{A}}}(-1)^{k+1}\binom{N_{\mathrm{A}}}{k} \sum_{\rho\left(k, \nu_{\mathrm{B}}\right)} \frac{k!}{s_{1}!\cdots s_{\nu_{\mathrm{B}}}!}\left[\prod_{t=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right)^{\nu_{\mathrm{B}}-t}}{\left(\nu_{\mathrm{B}}-t\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j-1)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}-z}^{\mathrm{B}}\right)^{s_{t}}\right] \exp \left(\frac{k}{\Delta_{2}^{\mathrm{B}}}\right) \\
& \times \Gamma\left(1+\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}\right) \Gamma\left(-\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}, \frac{k}{\Delta_{2}^{\mathrm{B}}}\right)-\frac{1}{\ln 2} \sum_{k=1}^{N_{\mathrm{A}}}(-1)^{k+1}\binom{N_{\mathrm{A}}}{k} \sum_{\rho\left(k, \nu_{\mathrm{B}}\right)} \frac{k!}{s_{1}!\cdots s_{\nu_{\mathrm{B}}}!} \\
& \times\left[\prod_{t=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{\mathrm{B}}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-t}}{\left(\nu_{\mathrm{B}}-t\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j-1)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}^{\mathrm{B}}-z}^{s^{\mathrm{B}}}\right)^{s_{t}}\right] \sum_{j=0}^{\beta_{\mathrm{E}}} B_{j}^{\mathrm{E}} \sum_{r=0}^{\nu_{\mathrm{E}}-j-1} \frac{1}{r!}\left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right)^{r} \exp \left(\frac{k}{\Delta_{2}^{\mathrm{B}}}+\frac{1}{\Delta_{2}^{\mathrm{E}}}\right) \\
& \times \Gamma\left(1+r+\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}\right) \Gamma\left(-r-\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}, \frac{k}{\Delta_{2}^{\mathrm{B}}}+\frac{1}{\Delta_{2}^{\mathrm{E}}}\right) . \tag{5.20}
\end{align*}
$$

$$
\begin{align*}
& \bar{C}_{\mathrm{S}}=\frac{1}{\ln 2} \sum_{k=1}^{N_{\mathrm{A}}}(-1)^{k+1}\binom{N_{\mathrm{A}}}{k} \sum_{c=0}^{k}\binom{k}{c} \sum_{\rho\left(c, \nu_{\mathrm{B}}\right)} \frac{c!}{p_{1}!\cdots p_{\nu_{\mathrm{B}}}!}\left[\prod_{q=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right)^{\nu_{\mathrm{B}}-q}}{\left(\nu_{\mathrm{B}}-q\right)!} \sum_{z=\nu_{\mathrm{B}}+1-q}^{\nu_{\mathrm{B}}} A_{2, \nu_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{p_{q}}\right] \\
& \times \sum_{\rho\left(k-c, \eta_{\mathrm{B}}\right)} \frac{(k-c)!}{s_{1}!\cdots s_{\eta_{\mathrm{B}}}!}\left[\prod_{t=1}^{\eta_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{\mathrm{B}}^{\mathrm{B}}}\right)^{\eta_{\mathrm{B}}-t}}{\left(\eta_{\mathrm{B}}-t\right)!} \sum_{z=\eta_{\mathrm{B}}+1-t}^{\eta_{\mathrm{B}}} A_{1, \eta_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{s_{t}}\right] \exp \left(\frac{k-c}{\Delta_{1}^{\mathrm{B}}}+\frac{c}{\Delta_{2}^{\mathrm{B}}}\right) \\
& \times \Gamma\left(1+\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}\right) \Gamma\left(-\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}-\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}, \frac{\Delta_{2}^{\mathrm{B}}(k-c)+\Delta_{1}^{\mathrm{B}} c}{\Delta_{1}^{\mathrm{B}} \Delta_{2}^{\mathrm{B}}}\right) \\
& -\frac{1}{\ln 2} \sum_{k=1}^{N_{\mathrm{A}}}(-1)^{k+1}\binom{N_{\mathrm{A}}}{k} \sum_{c=0}^{k}\binom{k}{c} \sum_{\rho\left(c, \nu_{\mathrm{B}}\right)} \frac{c!}{p_{1}!\cdots p_{\nu_{\mathrm{B}}}!}\left[\prod_{q=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-q}}{\left(\nu_{\mathrm{B}}-q\right)!} \sum_{z=\nu_{\mathrm{B}}+1-q}^{\nu_{\mathrm{B}}} A_{2, \nu_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{p_{q}}\right] \\
& \times \sum_{\rho\left(k-c, \eta_{\mathrm{B}}\right)} \frac{(k-c)!}{s_{1}!\cdots s_{\eta_{\mathrm{B}}}!}\left[\prod_{t=1}^{\eta_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{\mathrm{B}}^{\mathrm{B}}}\right)^{\eta_{\mathrm{B}}-t}}{\left(\eta_{\mathrm{B}}-t\right)!} \sum_{z=\eta_{\mathrm{B}}+1-t}^{\eta_{\mathrm{B}}} A_{1, \eta_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{s_{t}}\right] \exp \left(\frac{k-c}{\Delta_{1}^{\mathrm{B}}}+\frac{c}{\Delta_{2}^{\mathrm{B}}}\right)\left(\sum_{j=1}^{\eta_{\mathrm{E}}} A_{1, j}^{\mathrm{E}}\right. \\
& \times \sum_{r=0}^{\eta_{\mathrm{E}}-j} \frac{1}{r!}\left(\frac{1}{\Delta_{1}^{\mathrm{E}}}\right)^{r} \exp \left(\frac{1}{\Delta_{1}^{\mathrm{E}}}\right) \Gamma\left(-r-\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}-\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}, \frac{k-c}{\Delta_{1}^{\mathrm{B}}}+\frac{c}{\Delta_{2}^{\mathrm{B}}}+\frac{1}{\Delta_{1}^{\mathrm{E}}}\right) \\
& \times \Gamma\left(1+r+\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}\right)+\sum_{j=1}^{\nu_{\mathrm{E}}} \sum_{r=0}^{\nu_{\mathrm{E}}-j} \Gamma\left(1+r+\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}\right) \\
& \left.\times \frac{A_{2, j}^{\mathrm{E}}}{r!}\left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right)^{r} \exp \left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right) \Gamma\left(-r-\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}-\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}, \frac{k-c}{\Delta_{1}^{\mathrm{B}}}+\frac{c}{\Delta_{2}^{\mathrm{B}}}+\frac{1}{\Delta_{1}^{\mathrm{E}}}\right)\right) . \tag{5.21}
\end{align*}
$$

## Proof. See Appendix E.4.

It is worth mentioning that although the ASC expressions presented in this apart are long-drawn, they are given in terms of known functions, facilitating their implementation in mathematical software packages such as MATLAB and Wolfram Mathematica.

### 5.2.4 Asymptotic ASC Analysis

This section derives a closed-form asymptotic ASC expression to assess the system performance in the high-SNR regime. Herein, as in the asymptotic SOP analysis, it is considered the scenario where $\bar{\gamma}_{\mathrm{B}}$ goes to infinity, while $\bar{\gamma}_{\mathrm{E}}$ is kept unchanged. Plugging the respective formulations obtained in Section 5.1.4 into (2.12), the asymptotic ASC expressions under $\kappa-\mu$ shadowed are given in the following Proposition.

Proposition 15. The asymptotic ASC expressions for $m_{i}<\mu_{i}$ and $m_{i} \geq \mu_{i}$ with $i \in\{\mathrm{~B}, \mathrm{E}\}$ over i.i.d. $\kappa-\mu$ shadowed fading channels are given in (5.22) and (5.23), respectively.

$$
\begin{align*}
& \bar{C}_{\mathrm{S}}^{\infty} \simeq \log _{2}\left(\bar{\gamma}_{\mathrm{B}} N_{\mathrm{B}}\right)+\log _{2}(e) \sum_{k=1}^{N_{\mathrm{A}}}\binom{N_{\mathrm{A}}}{k} \sum_{c=0}^{k}\binom{k}{c} \sum_{\rho\left(c, \nu_{\mathrm{B}}\right)} \frac{(-1)^{k} c!+\nu_{\mathrm{B}}!}{p_{1}!}\left[\prod_{q=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{N_{\mathrm{B}} \overline{\mathrm{y}}_{\mathrm{B}}}{\Delta_{2}}\right)^{\nu_{\mathrm{B}}-q}}{\left(\nu_{\mathrm{B}}-q\right)!} \sum_{z=\nu_{\mathrm{B}}+1-q}^{\nu_{\mathrm{B}}} A_{2, \nu_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{p_{q}}\right] \\
& \times \sum_{\rho\left(k-c, \eta_{\mathrm{B}}\right)} \frac{(k-c)!\cdots s_{\mathrm{B}}!}{s_{1}!s_{\eta_{\mathrm{B}}}!}\left[\prod_{t=1}^{\eta_{\mathrm{B}}}\left(\frac{\left(\frac{N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}}{\Delta!}\right)^{\eta_{\mathrm{B}}-t}}{\left(\eta_{\mathrm{B}}-t\right)!} \sum_{z=\eta_{\mathrm{B}}+1-t}^{\eta_{\mathrm{B}}} A_{1, \eta_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{s_{t}}\right] \mathcal{U}\left(\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}\right) \\
& -\frac{1}{\ln 2}\left(\exp \left(\frac{1}{\Delta_{1}^{\mathrm{E}}}\right) \sum_{j=1}^{\eta_{\mathrm{E}}} A_{1, j}^{\mathrm{E}} \sum_{r=0}^{\eta_{\mathrm{E}}-j} \frac{\Gamma\left(-r, \frac{1}{\Delta_{1}^{\mathrm{E}}}\right)}{r!}\left(\frac{1}{\Delta_{1}^{\mathrm{E}}}\right)^{r} \Gamma(1+r)+\exp \left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right) \sum_{j=1}^{\nu_{\mathrm{E}}} A_{2, j}^{\mathrm{E}} \sum_{r=0}^{\nu_{\mathrm{E}}-j} \frac{\Gamma\left(-r, \frac{1}{\Delta_{2}^{\mathrm{E}}}\right)}{r!}\right. \\
& \left.\times\left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right)^{r} \Gamma(1+r)\right) \text {. } \tag{5.22}
\end{align*}
$$

$$
\begin{align*}
\bar{C}_{\mathrm{S}}^{\infty} & \simeq \log _{2}\left(N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}\right)+\log _{2}(e) \sum_{k=1}^{N_{\mathrm{A}}}\binom{N_{\mathrm{A}}}{k} \sum_{\rho\left(k, \nu_{\mathrm{B}}\right)} \frac{(-1)^{k} k!s_{\nu_{\mathrm{B}}!}!}{s_{1}!\nu_{\mathrm{B}}!}\left[\prod_{t=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}}{\Delta_{2}}\right)^{\nu_{\mathrm{B}}-t}}{\left(\nu_{\mathrm{B}}-t\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j-1)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}-z}^{\mathrm{B}}\right)^{s_{t}}\right] \\
& \times \mathcal{W}\left(\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}\right)-\frac{1}{\ln 2} \exp \left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right) \sum_{j=0}^{\beta_{\mathrm{E}}} B_{j}^{\mathrm{E}} \sum_{r=0}^{\nu_{\mathrm{E}}-j-1} \frac{1}{r!}\left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right)^{r} \Gamma(1+r) \Gamma\left(-r, \frac{1}{\Delta_{2}^{\mathrm{E}}}\right) . \tag{5.23}
\end{align*}
$$

where $\mathcal{U}(u)$ and $\mathcal{W}(w)$ are obtained by

$$
\mathcal{U}(u)= \begin{cases}\mathcal{C}+\ln \left(\frac{(k-c) N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}}{\Delta_{1}^{\mathrm{B}}}+\frac{c N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right), & \text { for } u=0 \\ -\left(\frac{N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}\left(c \Delta_{1}^{\mathrm{B}}+(k-c) \Delta_{2}^{\mathrm{B}}\right)}{\Delta_{1}^{\mathrm{B}} \Delta_{2}^{\mathrm{B}}}\right)^{-\left(\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}\right)} & \\ \quad \times \Gamma\left(\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}\right), & \\ & \text { otherwise. }\end{cases}
$$

and

$$
\mathcal{W}(w)= \begin{cases}\mathcal{C}+\ln \left(\frac{k N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right), & \text { for } w=0  \tag{5.24}\\ -\left(\frac{k N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)^{-\left(\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}\right)} \Gamma\left(\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}\right), & \text { otherwise }\end{cases}
$$

## Proof. See Appendix E.5.

### 5.3 SOME PLOTS AND DISCUSSIONS

This section provides illustrative numerical results along with Monte Carlo simulations to verify the proposed analytical derivations. In all plots, as a consequence of using the $\kappa-\mu$ shadowed fading statistics proposed in [128], it is considered that the fading severity parameters (i.e., $\mu_{i}$ and $m_{i}$ for $i \in\{\mathrm{~B}, \mathrm{E}\})$ take integer values. Indeed, it is assumed integer values for the following reasons: $(i)$ the shape parameter $\mu_{\mathrm{B}, \mathrm{E}}$ was originally defined in the $\kappa-\mu$ fading model as the number of clusters of multipath waves propagating in a certain environment [127]. So, as asserted in [127], the consideration that the parameters, $\mu_{\mathrm{B}, \mathrm{E}}$ to take integer values is related to the physical model for the $\kappa-\mu$ distribution; and (ii) in practice, the impact of restricting the fading parameter $m_{\mathrm{B}, \mathrm{E}}$ to take integer values is noticeable only in severe shadowing environments (i.e., low values of $m_{\mathrm{B}, \mathrm{E}}$ ). For medium to mild shadowing scenarios (i.e., high values of $m_{\mathrm{B}, \mathrm{E}}$ ), the impact of constraining $m_{\mathrm{B}, \mathrm{E}}$ to take integer values is even more negligible [128]. Furthermore, in all curves, Monte Carlos simulations are denoted with markers.

Fig. 5.2 compares the SOP as a function of $\bar{\gamma}_{\mathrm{B}}$ for different numbers of transmit antennas, $N_{\mathrm{A}}$, and a fixed number of receiving antennas, i.e., $N_{\mathrm{B}}=N_{\mathrm{E}}=2$. Also, the fading parameters are set as: $R_{\mathrm{S}}$ $=1 \mathrm{bps} / \mathrm{Hz}, \bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}, \mu_{i}=2, \kappa_{i}=2$, and $m_{i}=3$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$. Note that in all instances, our analytical expressions, for exact and asymptotic SOP, perfectly match with Monte Carlo simulations. Here, our goal is to analyze the impact of $N_{\mathrm{A}}$ on the secrecy diversity gain of the legitimate channels for the considered cases. Therefore, based on the asymptotic plots, it can be seen that the antenna configuration at Alice clearly contributes to the slope of the SOP in a proportional way. On one hand, this means that the decay of the SOP is steeper (i.e., better secrecy performance) as the number of transmit antennas increases. On the other hand, as the number of transmit antennas decreases the SOP is impaired and the decay is not so pronounced. These results are in coherence with the insights provided in Remark 5.


Figure 5.2: SOP vs. $\bar{\gamma}_{\mathrm{B}}$, for various numbers of transmit antennas, $N_{\mathrm{A}}$, and a fixed number of receive antennas, $N_{\mathrm{B}}=N_{\mathrm{E}}=2$. The setting parameter values are: $R_{\mathrm{S}}=1 \mathrm{bps} / \mathrm{Hz}, \bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}$, $\mu_{i}=2, \kappa_{i}=2$, and $m_{i}=3$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$. Markers denote Monte Carlo simulations.

Fig. 5.3 presents the SOP vs. $\bar{\gamma}_{\mathrm{B}}$ for different numbers of eavesdroppers antennas, $N_{\mathrm{E}}$, and fixed number of antennas at the legitimate nodes, $N_{\mathrm{A}}=N_{\mathrm{B}}=2$. The remainder parameters are set to: $R_{\mathrm{S}}$ $=1 \mathrm{bps} / \mathrm{Hz}, \bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}, \mu_{i}=3$, and $\kappa_{i}=5$, for $i \in\{\mathrm{~B}, \mathrm{E}\}$. In this scenario, the goal is to explore the impact of having light ( $m_{\mathrm{B}}=m_{\mathrm{E}}=10$ ) or heavy ( $m_{\mathrm{B}}=m_{\mathrm{E}}=1$ ) shadowing on the LoS components at both Bob and Eve in an environment with multiple antennas. From all curves, it can be observed that the combination of mild shadowing in the LoS components with a reduced number of antennas at Eve derives into a better secrecy performance, as expected. Conversely, secrecy performance always worsens when the shadowing is heavy in the LoS components at Bob or many antennas are used at the eavesdropper. In short, considering the following factors at the eavesdropper side: (i) a reduced number of antennas, and (ii) heavy shadowing in the LoS components is beneficial from the PLS perspective.

Fig. 5.4 illustrates the SOP as a function of $\bar{\gamma}_{B}$ by considering different numbers of receiving antennas $N_{\mathrm{B}}$, and fixed number of antennas $N_{\mathrm{A}}=N_{\mathrm{E}}=2$. The other parameters are setting as follows: $R_{\mathrm{S}}$ $=2 \mathrm{bps} / \mathrm{Hz}, \bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}, \mu_{i}=1$, and $m_{i}=2$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$. In this scenario, it is considered small ( $\kappa_{\mathrm{B}}=\kappa_{\mathrm{E}}=1.5$ ) and large ( $\kappa_{\mathrm{B}}=\kappa_{\mathrm{E}}=10$ ) LoS components on the received wave clusters for a different number of antennas at Bob. From all instances, it can be observed that the joint effect of increasing the number of Bob's antennas (which improves the secrecy diversity gain) and strong LoS components $\left(\kappa_{\mathrm{B}}=\kappa_{\mathrm{E}}=10\right)$ leads to a significant improvement on the secrecy performance.


Figure 5.3: SOP vs. $\bar{\gamma}_{\mathrm{B}}$, for various numbers of eavesdroppers antennas, $N_{\mathrm{E}}$, and a fixed number antennas, $N_{\mathrm{A}}=N_{\mathrm{B}}=2$. Markers denote Monte Carlo simulations, whereas the solid and dashdotted lines represent analytical solutions.


Figure 5.4: SOP vs. $\bar{\gamma}_{\mathrm{B}}$, for different numbers of receive antennas, $N_{\mathrm{B}}$, and unchanged number of: (i) receive antennas, $N_{\mathrm{E}}=2$, and (ii) transmit antennas, $N_{\mathrm{A}}=2$. Markers denote Monte Carlo simulations, whereas the solid and dash-dotted lines represent analytical solutions.


Figure 5.5: SOP vs. $\bar{\gamma}_{\mathrm{B}}$, for $N_{\mathrm{A}}=N_{\mathrm{B}}=2, N_{\mathrm{E}}=3$, and different received wave clusters, $\mu_{\mathrm{B}}$, and $\mu_{\mathrm{E}}$. The setting parameter values are: $R_{\mathrm{S}}=2 \mathrm{bps} / \mathrm{Hz}, \bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}, \kappa_{i}=4$, and $m_{i}=5$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$. The solid and dash-dotted lines represent analytical solutions.

This result is linked to the fact that $N_{\mathrm{B}}$ directly influences the slope of the SOP, as shown in Remark 5. However, in the opposite scenario (wherein both $N_{\mathrm{B}}$ and $\kappa_{i}$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$ decrease), note that the secrecy performance significantly deteriorates.

Fig. 5.5 shows the SOP vs. $\bar{\gamma}_{\mathrm{B}}$ for $N_{\mathrm{A}}=N_{\mathrm{B}}=2, N_{\mathrm{E}}=3$ for different clusters, $\mu_{\mathrm{B}}$ and $\mu_{\mathrm{E}}$. The parameters are set to: $R_{\mathrm{S}}=2 \mathrm{bps} / \mathrm{Hz}, \bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}, \kappa_{i}=4$, and $m_{i}=5$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$. For the scenarios, the aim is to investigate the influence of the number of wave clusters at the receiver nodes on the secrecy performance. Here, it is considered two cases: $(i) \mu_{\mathrm{E}}$ is kept fixed, whereas $\mu_{\mathrm{B}}$ goes from 2 to 5 ; (ii) $\mu_{\mathrm{B}}$ is kept unchanged, whereas $\mu_{\mathrm{E}}$ goes from 2 to 5 . In the former case, it is observed that the secrecy performance improves as $\mu_{\mathrm{B}}$ decreases. This fact confirms our finding in Remark 5 , where $\mu_{\mathrm{B}}$ impacts in the secrecy diversity order of the system. In the latter case, notice that regardless of the $\mu_{\mathrm{E}}$ value, the slope of the SOP remains identical. This fact corroborates that the secrecy diversity order of the system is not affected by the number of received wave clusters at the eavesdropper (see Remark 5). From a secrecy perspective, this result provides valuable insight into the design and implementation criteria of future mobile networks over generalized fading conditions.

Then, Fig. 5.6 shows the SOP against the $\kappa_{i}$ values with fixed fluctuation in the LoS components of each cluster at the receiver sides, i.e., $m_{i}=3$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$. For all curves, the configuration parameters are as follows: $N_{\mathrm{A}}=3, N_{\mathrm{B}}=N_{\mathrm{E}}=2, R_{\mathrm{S}}=3 \mathrm{bps} / \mathrm{Hz}, \bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}$, and $\bar{\gamma}_{\mathrm{B}}=25$ dB . Here, the goal is to investigate the achievable SOP when the LoS components, i.e. $\kappa_{i}$ (for


Figure 5.6: SOP vs. $\kappa_{i}$, with $N_{\mathrm{A}}=3, N_{\mathrm{B}}=N_{\mathrm{E}}=2$, and fixed $m_{i}=3$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$. The setting parameter values are: $R_{\mathrm{S}}=3 \mathrm{bps} / \mathrm{Hz}, \bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}$, and $\bar{\gamma}_{\mathrm{B}}=25 \mathrm{~dB}$. Markers denote Monte Carlo simulations.
$i \in\{B, E\})$ increase. From all curves, it can be seen three scenarios for the SOP behavior regarding the configuration of parameters. For instance, for $\mu_{i}>m_{i}$ (with $i \in\{\mathrm{~B}, \mathrm{E}\}$ ), increasing the received power through the LoS components is detrimental for the secrecy performance, which may seem counter-intuitive at a first glance. In fact, the case with $\mu_{\mathrm{B}}>m_{\mathrm{B}}$ (note that $\mu_{\mathrm{E}}$ becomes irrelevant as indicated in Fig. 5.5) indicates that the dominant components associated to LoS are affected by a larger fading severity than the scattering diffuse counterpart. Hence, the secrecy performance worsens as $\kappa_{\mathrm{B}}$ increases. Conversely, when $\mu_{i}<m_{i}$ (with $i \in\{\mathrm{~B}, \mathrm{E}\}$ ), the SOP is enhanced as the LoS components increase. For the specific case where $\mu_{i}=m_{i}$ (with $i \in\{\mathrm{~B}, \mathrm{E}\}$ ), notice that the SOP does not vary according to the parameter $\kappa_{i}$ (for $i \in\{\mathrm{~B}, \mathrm{E}\}$ ). Such an observation is because if $\mu_{i}=m_{i}$ (for $i \in\{\mathrm{~B}, \mathrm{E}\}$ ), this implies that both the scattering and the shadowed LoS components in each cluster experience the same fading severity. Thus, SOP becomes independent of $\kappa_{i}$ in this configuration.

Fig. 5.7 depicts the ASC vs. $\bar{\gamma}_{\mathrm{B}}$, for different setups of $N_{\mathrm{A}}, N_{\mathrm{B}}$, and $N_{\mathrm{E}}$. The parameters are set to: $\bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}, \mu_{i}=2, m_{i}=1$ (high fluctuation), and $\kappa_{i}=5$ (LoS case) for $i \in\{\mathrm{~B}, \mathrm{E}\}$. From all figures, it is straightforward to see that for the scenarios with severe fluctuation in the LoS components, an excellent strategy to improve the $\bar{C}_{\mathrm{S}}$ is to equip Bob with more antennas than Alice. In the opposite scenario, when Eve's capabilities (e.g., more antennas) are better than those of legitimate peers, the secrecy performance is compromised.


Figure 5.7: ASC vs. $\bar{\gamma}_{\mathrm{B}}$, for different configurations of $N_{\mathrm{A}}, N_{\mathrm{B}}$, and $N_{\mathrm{E}}$. The corresponding parameter values are: $\bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}, \mu_{i}=2, m_{i}=1$, and $\kappa_{i}=5$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$. Markers denote Monte Carlo simulations.

Finally, Fig. 5.8 shows the ASC as a function of $\bar{\gamma}_{B}$, considering different numbers of receiving antennas at Bob, i.e., $N_{\mathrm{B}}$, and a fixed number of antennas at both source and eavesdropper, i.e., $N_{\mathrm{A}}=N_{\mathrm{E}}=2$. The remainder parameters are set to: $\bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}$, and $\mu_{i}=m_{i}=2$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$. From all instances, notice that $\bar{C}_{\mathrm{S}}$ is not affected by increasing the power of the LoS components at the receiver sides $\left(\kappa_{i}=1.5\right.$ to $\kappa_{i}=10$ for $\left.i \in\{\mathrm{~B}, \mathrm{E}\}\right)$. This result confirms that an increase in the power of the LoS components does not always favor the $\bar{C}_{\mathrm{S}}$ performance. This observation is linked to the discussions in Fig. 5.6, so $\bar{C}_{\mathrm{S}}$ is independent of the $\kappa_{i}$ value. Obviously, this channel behavior changes when $m_{i} \geq \mu_{i}$ or $m_{i}<\mu_{i}$ (for $i \in\{\mathrm{~B}, \mathrm{E}\}$ ). In addition, in Fig. 5.7 and Fig. 5.8, it can be seen that the asymptotic ASC curves tightly approximate the Monte Carlo simulations and the exact analytical values in the high-SNR regime.

### 5.4 CONCLUSIONS

This chapter have explored how different propagation mechanisms such as LoS condition (i.e., weak or strong), LoS fluctuation, and clustering of the scattered multipath waves impact on the secrecy performance of MIMO wiretap channels. Specifically, the analyzed results have shown that the effect of combining strong LoS components with a weak fluctuation and a rich scattering condition in the legitimate channel favors the system's secrecy performance. However, whenever the LoS components arriving at Bob suffer a more considerable fading severity than the multipath clustering counterpart


Figure 5.8: ASC vs. $\bar{\gamma}_{\mathrm{B}}$, for different numbers of receive antennas, $N_{\mathrm{B}}$, and fixed number of antennas, $N_{\mathrm{A}}=N_{\mathrm{E}}=2$. The corresponding parameter values are: $\bar{\gamma}_{\mathrm{E}}=8 \mathrm{~dB}$, and $\mu_{i}=m_{i}=2$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$. Markers denote Monte Carlo simulations, whereas the solid and dash-dotted lines represent analytical solutions.
(i.e. $m_{\mathrm{B}}<\mu_{\mathrm{B}}$ ), the secrecy performance worsens as $\kappa_{\mathrm{B}}$ is increased. Furthermore, it was observed that the asymptotic behavior of the system depends not only on the number of antennas of the legitimate pairs (as expected) but also on the scattering environment (i.e., $\mu_{\mathrm{B}}$ ) of the legitimate link. Conversely, the multipath waves on the eavesdropper's (i.e., $\mu_{\mathrm{E}}$ ) side play no role in the asymptotic performance in the TAS/MRC configuration. These findings are crucial insights to be taken into account in the design criteria of the next networks over generalized fading conditions. Finally, it was verified that the role of the fading parameters at the eavesdropper becomes less important as $\bar{\gamma}_{B}>\bar{\gamma}_{E}$.

## 6 PHYSICAL LAYER SECURITY OF RECONFIGURABLE INTELLIGENT SURFACE-ASSISTED COMMUNICATIONS WITH PHASE ERRORS


#### Abstract

This chapter explores the secrecy performance of a reconfigurable intelligent surface (RIS)-assisted wireless communication system in the presence of an eavesdropper node. Specifically, knowing that the perfect phase estimation of the phase shifts induced by the composite propagation channels through the RIS is unfeasible in practice, the aim is to study the secrecy transmission via RIS with phase errors. Scaling laws of the legitimate and eavesdroppers signal-to-noise ratios with different numbers of reflecting elements show an excellent secrecy performance even in assuming imperfect phase estimation at the RIS. The overall results show the great potential of RIS-aided communications to improve PLS in post-5G networks.


### 6.1 SYSTEM MODEL

As illustrated in Fig. 6.1, it is considered an RIS-aided wireless communication scenario consisting of one source node Alice (A), one legitimate node Bob (B), one eavesdropper Eve (E), and an RIS, which assists the legitimate communication. The RIS helps the source's transmission by passively reflecting the signal to the legitimate destination. However, due to the wireless medium's broadcast nature, the incident signals could be intercepted by the eavesdropper. Hence, RIS's primary task is to adjust the phase shift of the signals by using reflecting elements to increase the information rate at the destination but decrease the information leakage at the eavesdropper. In the setup, it is assumed that the direct link is neglected, and all nodes are equipped with a single antenna, while the RIS has $n$ low-cost passive reflecting units $R_{1} \ldots R_{n}$. Also, $H_{i, 1}$ denotes the fading channel coefficient between the source A and the reflecting element $R_{i}$, whereas $H_{i, \mathrm{~b}}$ and $H_{i, \mathrm{e}}$ are the fading channel coefficients between $R_{i}$ and the legitimate receiver B and the eavesdropper E , respectively. Without loss of generality, the fading coefficients are normalized with unitary power, and the corresponding average magnitudes are given $\forall i=1 \ldots n$ by $a_{1}=\mathbb{E}\left\{\left|H_{i, 1}\right|\right\}, a_{2, \mathrm{~b}}=\mathbb{E}\left\{\left|H_{i, \mathrm{~b}}\right|\right\}$ and $a_{2, \mathrm{e}}=\mathbb{E}\left\{\left|H_{i, \mathrm{e}}\right|\right\}$. Notice that $\left\{a_{1}, a_{2, \mathrm{~b}}, a_{2, \mathrm{e}}\right\} \leq 1$ in all instances, where the equality only holds in the limit of a deterministic fading channel, i.e., in the absence of fading. Also, $a_{\mathrm{b}}=\sqrt{a_{1} a_{2, \mathrm{~b}}}$ is defined. According to [159], the


Figure 6.1: IRS-aided secure communication from Alice (A) to a legitimate receiver Bob (B) in the presence of an eavesdropper Eve (E). This figure is based on [132].
received signal at the legitimate destination (i.e., B) can be formulated as

$$
\begin{equation*}
Y_{\mathrm{b}}=\sqrt{P_{T} L_{\mathrm{b}}} \sum_{i=1}^{n} H_{i, 1} e^{j \phi_{i}} H_{i, \mathrm{~b}} X+W_{b} \tag{6.1}
\end{equation*}
$$

where $X$ is the transmitted symbol, $P_{T}$ indicates the transmit power at $\mathrm{A}, L_{\mathrm{b}}$ encompasses the path losses for the A-R and R-B links, the antenna gains and reflection losses, and $W_{b}$ is the AWGN term with $N_{0}$ power.

Ideally, given the phases $\angle H_{i, 1}$ and $\angle H_{i, \mathrm{~b}}$, the RIS designs the phase shifts $\phi_{i}$ in (6.1) so as to cancel the overall phase shift $\angle H_{i, 1}+\angle H_{i, \mathrm{~b}}$, which maximizes the SNR at the legitimate receiver [160]. However, in practice, due to the imperfect phase estimation and the limited quantization of phase state at the RIS, a residual random phase error $\Theta_{i}$ persists, i.e., $\phi_{i}=-\angle H_{i, 1}-\angle H_{i, \mathrm{~b}}+\Theta_{i}$. Thus, the complex channel at the legitimate receiver can be expressed as

$$
\begin{equation*}
H_{\mathrm{b}}=\frac{1}{n} \sum_{i=1}^{n}\left|H_{i, 1} \| H_{i, \mathrm{~b}}\right| e^{j \Theta_{i}} \tag{6.2}
\end{equation*}
$$

and (6.1) can be rewritten as

$$
\begin{equation*}
Y_{\mathrm{b}}=n \sqrt{\gamma_{0, \mathrm{~b}}} H_{b} X+W_{b} \tag{6.3}
\end{equation*}
$$

On the other hand, the received signal at the eavesdropper's side can be formulated as

$$
\begin{equation*}
Y_{\mathrm{e}}=\sqrt{\gamma_{0, \mathrm{e}}} \sum_{i=1}^{n} H_{i, 1} e^{j \phi_{i}} H_{i, \mathrm{e}} X+W_{e} \tag{6.4}
\end{equation*}
$$

where $\gamma_{0, \mathrm{e}}=P_{T} L_{\mathrm{e}} / N_{0}$ denotes the average SNR at the eavesdropper in the case of a single reflector RIS, i.e., $n=1$, and the parameter $L_{\mathrm{e}}$ is defined in a similar way as $L_{\mathrm{b}}$. Now, it is worth mentioning that due to the phase shifts $\phi_{i}$ are designed by the RIS to compensate for the effects of the fading
channels of the legitimate path, the residual phase error $\Psi_{i}$ at the eavesdropper path with certainty will be much large than the legitimate link and, whenever $\angle H_{i, \mathrm{e}} \sim \mathcal{U}[-\pi, \pi)$, so $\Psi_{i} \sim \mathcal{U}[-\pi, \pi)$ [161] regardless of the generic phase distribution of $\angle H_{i, 1}$. Based on this, the complex channel observed by the eavesdropper is given by

$$
\begin{equation*}
H_{\mathrm{e}}=\frac{1}{n} \sum_{i=1}^{n}\left|H_{i, 1} \| H_{i, \mathrm{e}}\right| e^{j \Psi_{i}} \tag{6.5}
\end{equation*}
$$

thus (6.4) can reformulated as

$$
\begin{equation*}
Y_{\mathrm{e}}=n \sqrt{\gamma_{0, \mathrm{e}}} H_{e} X+W_{e} . \tag{6.6}
\end{equation*}
$$

Here, even though the legitimate and eavesdropper's links share the A-R links, As will be seen later, under some premises $H_{e}$ and $H_{b}$ are independent. Next, the instantaneous SNR at both the legitimate and the eavesdropper links are given by

$$
\begin{align*}
& \gamma_{\mathrm{b}}=n^{2} \bar{\gamma}_{0, \mathrm{~b}}\left|H_{\mathrm{b}}\right|^{2},  \tag{6.7}\\
& \gamma_{\mathrm{e}}=n^{2} \bar{\gamma}_{0, e}\left|H_{\mathrm{e}}\right|^{2}, \tag{6.8}
\end{align*}
$$

where $\bar{\gamma}_{0, \mathrm{~b}}=P_{T} L_{\mathrm{b}} / N_{0}$ and $\bar{\gamma}_{0, e}=P_{T} L_{\mathrm{e}} / N_{0}$ are the average SNRs at both the legitimate and the eavesdropper sides in the case of a single reflector RIS, i.e., $n=1$. With the previous definitions, the SNRs distributions of both the legitimate and the eavesdropper paths are derived below.

### 6.2 SNR DISTRIBUTIONS

### 6.2.1 Distribution of $\gamma_{b}$

As proved by the authors in [159], for sufficiently large $n$, the distribution of $H_{\mathrm{b}}$ is that of a noncircularly symmetric complex Gaussian RV with $U_{\mathrm{b}}=\Re\left(H_{\mathrm{b}}\right)$ and $V_{\mathrm{b}}=\Im\left(H_{\mathrm{b}}\right)$, so that $U_{\mathrm{b}} \sim$ $\mathcal{N}\left(\mu, \sigma_{U_{\mathrm{b}}}^{2}\right)$ and $V_{\mathrm{b}} \sim \mathcal{N}\left(0, \sigma_{V_{\mathrm{b}}}^{2}\right)$, where the scaled parameters are $\mu=\varphi_{1} a_{\mathrm{b}}^{2}, \sigma_{U_{\mathrm{b}}}^{2}=\frac{1}{2 n}\left(1+\varphi_{2}-2 \varphi_{1}^{2} a_{\mathrm{b}}^{4}\right)$ and $\sigma_{V_{\mathrm{b}}}^{2}=\frac{1}{2 n}\left(1-\varphi_{2}\right)$, and $\varphi_{j}$ are the $j^{\text {th }}$ circular moments of $\Theta_{i}$. This fact implies that $R_{\mathrm{b}}=\left|H_{\mathrm{b}}\right|$ follows the Beckmann distribution [162] and then, the average SNR at the legitimate receiver $\gamma_{\mathrm{b}}$ follows a (squared) Beckmann distribution given by

$$
\begin{equation*}
f_{\gamma_{\mathrm{b}}}(\gamma)=\frac{c}{4 \pi q} \int_{0}^{2 \pi} e^{-\frac{c\left(\sqrt{\gamma} \cos (\theta)-\sqrt{\frac{K \bar{\gamma}_{\mathrm{b}}}{K+1}}\right)^{2}}{2 q^{2}}-\frac{c g \sin ^{2}(\theta)}{2}} d \theta, \tag{6.9}
\end{equation*}
$$

where $K=\mu^{2} /\left(\sigma_{U_{\mathrm{b}}}^{2}+\sigma_{V_{\mathrm{b}}}^{2}\right), q=\sigma_{U_{\mathrm{b}}} / \sigma_{V_{\mathrm{b}}}$ and $\bar{\gamma}_{\mathrm{b}}=\mathbb{E}\left\{\gamma_{\mathrm{b}}\right\}$. Now, by replacing the above definitions in the set of Beckmann's parameters ${ }^{[1]}$, it follows that

$$
\begin{align*}
K & =n \frac{\varphi_{1}^{2} a_{\mathrm{b}}^{4}}{1-\varphi_{1}^{2} a_{\mathrm{b}}^{4}}  \tag{6.10}\\
q & =\sqrt{\frac{1+\varphi_{2}-2 \varphi_{1}^{2} a_{\mathrm{b}}^{4}}{1-\varphi_{2}}}  \tag{6.11}\\
\bar{\gamma}_{\mathrm{b}} & =n^{2} \bar{\gamma}_{0, \mathrm{~b}}\left[\varphi_{1}^{2} a_{\mathrm{b}}^{4}+\frac{1}{n}\left(1-\varphi_{1}^{2} a_{\mathrm{b}}^{4}\right)\right] \tag{6.12}
\end{align*}
$$

Note that in (6.12), as claimed by the authors in [159], the average SNR of the legitimate link scales with $n^{2}$. Also, it can be observed that the LoS condition of the equivalent scalar channel is characterized by $K$ that grows with $n$. Notably, the non-circular symmetry caused by the phase errors captured by $q \in[1, \infty)$ is independent of the number of elements of the RIS. Notice that in the lack of phase errors, $H_{\mathrm{b}}$ becomes a real Gaussian RV and then $\left|H_{\mathrm{b}}\right|$ follows a folded normal (FN), which is a particular case of the $\kappa-\mu$ distribution when $\mu_{\kappa-\mu}=1 / 2$. Therefore, the PDF of the FN model is given by [163, Eq. (2)]

$$
\begin{equation*}
f_{\gamma_{\mathrm{b}}}(\gamma)=\frac{1 / 2(1+K)^{\frac{3}{4}} \gamma^{-\frac{1}{4}}}{K^{-\frac{1}{4}} \bar{\gamma}_{\mathrm{b}}^{\frac{3}{4}} \exp \left(\frac{K}{2}\right)} \exp \left(-\frac{(1+K) \gamma}{2 \bar{\gamma}_{\mathrm{b}}}\right) I_{-1 / 2}\left(\sqrt{\frac{K(1+K) \gamma}{\bar{\gamma}_{\mathrm{b}}}}\right) \tag{6.13}
\end{equation*}
$$

where the parameters $K$ and $\bar{\gamma}_{\mathrm{b}}$ are given by (6.10) with $\varphi_{1}=1$, and (6.12), respectively. Also, the distribution of $R_{\mathrm{b}}$ is well approximated by a Nakagami- $m$ distribution in [159], and hence $\gamma_{\mathrm{b}}$ can be approximated by a gamma distribution denoted by

$$
\begin{equation*}
f_{\gamma_{\mathrm{b}}}(\gamma)=\frac{m^{m} \gamma^{m-1}}{\Gamma(m) \bar{\gamma}_{\mathrm{b}}^{m}} \exp \left(-\frac{m \gamma}{\bar{\gamma}_{\mathrm{b}}}\right) \tag{6.14}
\end{equation*}
$$

in which the shape parameter $m=\frac{n}{2} \frac{\varphi_{1}^{2} a_{\mathrm{b}}^{4}}{1+\varphi_{2}-2 \varphi_{1}^{2} a_{\mathrm{b}}^{4}}$ and scale parameter $\bar{\gamma}_{\mathrm{b}}=n^{2} \bar{\gamma}_{0, \mathrm{~b}} \varphi_{1}^{2} a_{\mathrm{b}}^{4}$ [159]. It is worth mentioning that due to the dissimilar behavior of the FN, the Beckmann and the Nakagami-m distributions in terms of diversity order [117], it is considered all such distributions in the derivation of the PLS secrecy metrics, in order to obtain insights on when these distributions are useful to approximate the true distribution of $\gamma_{\mathrm{b}}$ given in (6.7).

### 6.2.2 Distribution of $\gamma_{e}$

As mentioned beforehand, RIS technology designs its phase shifts according to the legitimate path. Therefore, the phase distributions for each of the eavesdropper's R-E paths are uniformly distributed, as pointed in [161]. Based on this fact, the distribution of $R_{\mathrm{e}}=\left|H_{\mathrm{e}}\right|$ follows a Rayleigh model with
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$$
\begin{equation*}
f_{R_{\mathrm{e}}}(r)=\frac{2 r}{\bar{\gamma}_{\mathrm{e}}} \exp \left(-\frac{r^{2}}{\bar{\gamma}_{\mathrm{e}}}\right), \tag{6.15}
\end{equation*}
$$

where according to [159, Corol. 2], it follows that $\mathbb{E}\left\{R_{\mathrm{e}}^{2}\right\}=1 / n$. Now, by using a standard change of variables, $\gamma_{\mathrm{e}}=R_{\mathrm{e}}{ }^{2}$, i.e., $f_{\gamma_{\mathrm{e}}}(\gamma)=\frac{f_{R_{\mathrm{c}}}(\sqrt{\gamma})}{2 \sqrt{\gamma}}$, the distribution of $\gamma_{\mathrm{e}}$ follows a exponential distribution, expressed as

$$
\begin{equation*}
f_{\gamma_{\mathrm{e}}}(\gamma)=\frac{1}{\bar{\gamma}_{\mathrm{e}}} \exp \left(-\frac{\gamma}{\bar{\gamma}_{\mathrm{e}}}\right), \tag{6.16}
\end{equation*}
$$

wherein $\bar{\gamma}_{\mathrm{e}}=n \bar{\gamma}_{0, \mathrm{e}}$.
Remark 6 (Scaling law for $\bar{\gamma}_{e}$ ). Distinctly, the average SNR at the eavesdropper scales with $n$, whereas the average SNR at the legitimate receiver scales with $n^{2}$. Therefore, the scaling law for the ratio of legitimate and wiretap SNRs is

$$
\begin{equation*}
\left.\frac{\bar{\gamma}_{\mathrm{b}}}{\bar{\gamma}_{\mathrm{e}}}\right|_{n \uparrow}=n \frac{\bar{\gamma}_{0, \mathrm{~b}}}{\bar{\gamma}_{0, \mathrm{e}}}\left[\varphi_{1}^{2} a_{\mathrm{b}}^{4}+\frac{1}{n}\left(1-\varphi_{1}^{2} a_{\mathrm{b}}^{4}\right)\right] \tag{6.17}
\end{equation*}
$$

A useful insight from (6.17) is that the use of sufficiently large $n$ (i.e., RIS's elements) can provide an enormous improvement of the SNR of the legitimate path compared to the eavesdropper's counterpart.

Finally, notice that (6.2) and (6.5) reveals that the legitimate and eavesdropper's links share a common part through, i.e, $H_{i, 1}$. However, both channels were proven to be equivalent and statistically independent. Therefore, the PLS problem can be reformulated as a simpler one based on scalar channel representations given above, with tractable analytical expressions, as stated in the next Section.

Theorem 1 (Independence of legitimate and eavesdropper paths). Let us consider the equivalent legitimate and eavesdropper channels in (6.2) and (6.5). Therefore, $H_{b}$ and $H_{e}$ are independent if $\angle H_{i, \mathrm{e}} \sim \mathcal{U}[-\pi, \pi)$. Indeed, this is the case of considering Rayleigh fading channels for the RIS to eavesdropper's links.

Proof. See Appendix F.

### 6.3 PLS PERFORMANCE ANALYSIS

This section derives analytical closed-form solutions for the chief PLS secrecy metrics defined previously. Three different scenarios are considered in our analysis, namely: (a) no phase errors FN/Rayleigh case; (b) with phase errors - Beckmann/Rayleigh case; (c) with phase errors - Nakagami/Rayleigh case.

### 6.3.1 SOP Performance Analysis

Here, the SOP metrics for the FN/Rayleigh, Nakagami/Rayleigh and Beckmann/Rayleigh scenarios are introduced below.

Lemma 1. The SOP and the asymptotic SOP expressions (i.e., $\bar{\gamma}_{\mathrm{b}} \rightarrow \infty$ ) for the FN/Rayleigh (FR) scenario in the absence of phase errors for RIS-aided communications are given by

$$
\begin{gather*}
S O P_{F R}=1-Q_{0.5}\left(\sqrt{K}, \sqrt{\frac{(1+K) \gamma}{\bar{\gamma}_{\mathrm{b}}}}\right)+e^{\frac{\tau-1}{\tau \bar{\gamma}_{\mathrm{e}}}+\frac{K \bar{\gamma}_{\mathrm{b}} s}{K+1-2 \bar{\gamma}_{\mathrm{b}} s}} \sqrt{\frac{(K+1)}{K+1-2 \bar{\gamma}_{\mathrm{b}} s}} \\
\times Q_{0.5}\left(\sqrt{\frac{K(K+1)}{K+1-2 \bar{\gamma}_{\mathrm{b}}}}, \sqrt{2\left(\frac{K+1}{2 \bar{\gamma}_{\mathrm{b}}}-s\right)(\tau-1)}\right)  \tag{6.18}\\
S O P_{F R}^{\infty} \simeq e^{-K / 2+\frac{\tau-1}{\tau \bar{\gamma}_{\mathrm{e}}}} \sqrt{\frac{\tau \bar{\gamma}_{\mathrm{e}}(1+K)}{2 \bar{\gamma}_{\mathrm{b}}}} \tilde{\Gamma}\left(1.5, \frac{\tau-1}{\tau \bar{\gamma}_{\mathrm{e}}}\right) \tag{6.19}
\end{gather*}
$$

in which $\tau=2^{R_{\mathrm{S}}}$, and $s=-\frac{1}{\tau \bar{\gamma}_{\mathrm{e}}}$. It is worth mentioning that the Marcum $Q$-function of order 0.5 can be easily computed with the help of the Gaussian $Q$ function as $Q_{0.5}(a, b)=Q(b-a)+Q(b+a)$.

## Proof. See Appendix G.1.

Lemma 2. The SOP and the asymptotic SOP expressions (i.e., $\bar{\gamma}_{\mathrm{b}} \rightarrow \infty$ ) for Beckmann/Rayleigh (BR) scenario considering phase errors in the RIS-aided communications are given by

$$
\begin{gather*}
S O P_{B R}=F_{\gamma_{\mathrm{b}}}(\tau-1)+\exp \left(\frac{\tau-1}{\tau \bar{\gamma}_{\mathrm{e}}}\right) \mathcal{M}_{\gamma_{\mathrm{b}}}^{u}\left(-\frac{1}{\tau \bar{\gamma}_{\mathrm{e}}}, \tau-1\right) .  \tag{6.20}\\
S O P_{B R}^{\infty} \simeq \exp \left(-\frac{K\left(1+q^{2}\right)}{2 q^{2}}\right) \frac{(1+K)\left(1+q^{2}\right)\left(\bar{\gamma}_{\mathrm{e}} \tau+\tau-1\right)}{2 q \bar{\gamma}_{\mathrm{b}}} \tag{6.21}
\end{gather*}
$$

where $F_{\gamma_{\mathrm{b}}}(\cdot)$ denotes the CDF of a squared Beckmann distribution [164, Eq. (7)] , which is computed through Matlab code given in appendix I. Also $\mathcal{M}_{\gamma_{\mathrm{b}}}^{u}(\cdot, \cdot)$ is the upper-incomplete moment generating function (IMGF) [164, Eq. (3)] of the RV $\gamma_{\mathrm{b}}$, which follows a squared Beckmann distribution. The $\mathcal{M}_{\gamma_{\mathrm{b}}}^{u}(\cdot, \cdot)$ is carried out numerically through an inverse Laplace transformation [165] as in [164, Eq. 4]. So, an efficient algorithm in Matlab for the implementation of $\mathcal{M}_{\gamma_{\mathrm{b}}}^{u}(\cdot, \cdot)$ is provided in appendix J .

Proof. See Appendix G.2.

Lemma 3. The SOP and the asymptotic SOP expressions (i.e., $\bar{\gamma}_{\mathrm{b}} \rightarrow \infty$ ) for Nakagami/Rayleigh scenario (NR) considering phase errors in the RIS-aided communications can be expressed as

$$
\begin{align*}
& S O P_{N R}=\tilde{\gamma}\left(m, \frac{(\tau-1) m}{\bar{\gamma}_{\mathrm{b}}}\right)+e^{\frac{\tau-1}{\tau \bar{\gamma}_{\mathrm{e}}}} \frac{\tilde{\Gamma}\left(m,(\tau-1)\left(\frac{m}{\bar{\gamma}_{\mathrm{b}}}+\frac{1}{\tau \overline{\bar{\gamma}_{\mathrm{e}}}}\right)\right)}{\left(1+\frac{\bar{\gamma}_{\mathrm{b}}}{m \tau \bar{\gamma}_{\mathrm{e}}}\right)^{m}},  \tag{6.22}\\
& S O P_{N R}^{\infty} \simeq \frac{2^{R_{\mathrm{S}} m} \Gamma(1+m) m^{m-1}}{\Gamma(m)}\left(\frac{\bar{\gamma}_{\mathrm{e}}}{\bar{\gamma}_{\mathrm{b}}}\right)^{m} . \tag{6.23}
\end{align*}
$$

Proof. See Appendix G.3.

Note that all secrecy metrics in Lemmas 1-3, are given in closed-form fashion except for the Beckmann/Rayleigh case in (6.20). Now, from [166, Table I] the secrecy diversity order for each of the approximations are given by $\mu_{\kappa-\mu}=1 / 2,1$ and $m$ for the FR, BR and NR cases, respectively. The implications arising from this observation will be discussed in the Numerical Results Section.

### 6.3.2 ASR Performance Analysis

In this section, the ASR metrics in the FN/Rayleigh, Nakagami/Rayleigh and Beckmann/Rayleigh scenarios are formulated.

Lemma 4. The ASR and the asymptotic ASR expressions (i.e., $\bar{\gamma}_{\mathrm{b}} \rightarrow \infty$ ) over FN/Rayleigh (FR) scenario in the absence of phase errors for RIS-aided communications are formulated by

$$
\begin{align*}
\overline{\mathcal{R}}_{\mathrm{S}-\mathrm{FR}} \approx & \frac{1}{\ln 2} \frac{0.5(1+K)^{3 / 4}}{\bar{\gamma}_{\mathrm{b}}^{3 / 4} K^{-1 / 4} \exp (0.5 K)} \sum_{z=0}^{\infty} \frac{1}{z!\Gamma(0.5+z)}\left(0.5 \sqrt{\frac{K(1+K)}{\bar{\gamma}_{\mathrm{b}}}}\right)^{2 z-1 / 2} \\
& \times G_{2,3}^{3,1}\left[\frac{(1+K)}{2 \bar{\gamma}_{\mathrm{b}}} \left\lvert\, \begin{array}{c}
(-0.5-z),(0.5-z) \\
(0),(-0.5-z),(-0.5-z)
\end{array}\right.\right]-\frac{1}{\ln 2} \sum_{l=0}^{\infty} \frac{(0.5 K)^{l}}{l!\exp (0.5 K)} \\
& \times \sum_{z=0}^{\mathrm{Floor}(l-0.5)} \frac{1}{z!}\left(\frac{0.5(1+K)}{\bar{\gamma}_{\mathrm{b}}}\right)^{z} \exp \left(\frac{1}{\bar{\gamma}_{\mathrm{e}}}+\frac{0.5(1+K)}{\bar{\gamma}_{\mathrm{b}}}\right) \Gamma(1+z) \\
& \times \Gamma\left(-z, \frac{1}{\bar{\gamma}_{\mathrm{e}}}+\frac{0.5(1+K)}{\bar{\gamma}_{\mathrm{b}}}\right)  \tag{6.24}\\
\overline{\mathcal{R}}_{\mathrm{S}-\mathrm{FR}}^{\infty} \approx & \log _{2}\left(\frac{\bar{\gamma}_{\mathrm{b}}}{1+K}\right)+\log _{2}(e)\left[\psi\left(\frac{1}{2}\right)+K_{2} F_{2}\left(1,1 ; 2, \frac{3}{2} ; \frac{-K}{2}\right)\right]-\frac{e^{1 / \bar{\gamma}_{\mathrm{e}}}}{\ln 2} E_{1}\left(\frac{1}{\bar{\gamma}_{\mathrm{e}}}\right) \tag{6.25}
\end{align*}
$$

where

$$
\begin{align*}
f_{1}(x)= & \frac{\exp (x) E_{1}(x)}{\left[\left((1+K)\left(1+q^{2}\right)+2 x \bar{\gamma}_{\mathrm{b}}\right)\left((1+K)\left(1+q^{2}\right)+2 q^{2} x \bar{\gamma}_{\mathrm{b}}\right)\right]^{5 / 2}}\left[\frac{\left(1+q^{2}\right)}{(1+K)^{-1}}\right. \\
& \times \exp \left(-\frac{K \bar{\gamma}_{\mathrm{b}}\left(1+q^{2}\right) x}{(1+K)\left(1+q^{2}\right)+2 q^{2} x \bar{\gamma}_{\mathrm{b}}}\right) \bar{\gamma}_{\mathrm{b}}\left((1+K)\left(1+q^{2}\right)+2 x \bar{\gamma}_{\mathrm{b}}\right) \\
& \left.\times\left(\frac{\left(1+q^{2}\right)^{3}}{(1+K)^{-3}}+\frac{2\left(1+q^{2}\right)}{(1+K)^{-1}}\left(K+(3+K) q^{2}+q^{4}\right) x \bar{\gamma}_{\mathrm{b}}+8 q^{4} x^{2} \bar{\gamma}_{\mathrm{b}}^{2}\right)\right]  \tag{6.26}\\
f_{2}(x)= & \frac{\exp \left(\frac{K \bar{\gamma}_{\mathrm{b}}\left(1+q^{2}\right) \phi}{(1+K)\left(1+q^{2}\right)-2 \phi \bar{\gamma}_{\mathrm{b}}}\right)(1+K)\left(1+q^{2}\right) \exp (\phi)}{\sqrt{\left((1+K)\left(1+q^{2}\right)-2 \phi \bar{\gamma}_{\mathrm{b}}\right)\left((1+K)\left(1+q^{2}\right)-2 q^{2} \phi \bar{\gamma}_{\mathrm{b}}\right)}\left(1-e^{-x}\right)} \tag{6.27}
\end{align*}
$$

and $\phi=\frac{-1}{\left(1-e^{-x}\right) \bar{\gamma}_{e}}$.

## Proof. See Appendix H.1.

Lemma 5. The ASR and the asymptotic ASR expressions (i.e., $\bar{\gamma}_{\mathrm{b}} \rightarrow \infty$ ) for Beckmann/Rayleigh $(B R)$ scenario considering phase errors in the RIS-aided communications are given by

$$
\begin{align*}
& \overline{\mathcal{R}}_{\mathrm{S}-\mathrm{BR}} \approx \frac{1}{\ln 2}\left[\sum_{i=1}^{h} w_{i} f_{1}\left(k_{i}\right)-e^{1 / \bar{\gamma}_{\mathrm{e}}} E_{1}\left(\frac{1}{\bar{\gamma}_{\mathrm{e}}}\right)+e^{1 / \bar{\gamma}_{\mathrm{e}}} \sum_{i=1}^{h} w_{i} f_{2}\left(k_{i}\right)\right]  \tag{6.28}\\
& \overline{\mathcal{R}}_{\mathrm{S}-\mathrm{BR}}^{\infty} \approx \frac{1}{\ln 2}\left[\sum_{i=1}^{h} w_{i} f_{1}\left(k_{i}\right)-e^{1 / \bar{\gamma}_{\mathrm{e}}} E_{1}\left(\frac{1}{\bar{\gamma}_{\mathrm{e}}}\right)\right] \tag{6.29}
\end{align*}
$$

Proof. See Appendix H.2.

Lemma 6. The ASR and the asymptotic ASR expressions (i.e., $\bar{\gamma}_{\mathrm{b}} \rightarrow \infty$ ) for Nakagami/Rayleigh scenario (NR) considering phase errors in the RIS-aided communications can be expressed as

$$
\begin{align*}
\overline{\mathcal{R}}_{\mathrm{S}-\mathrm{NR}} & \approx \frac{1}{\ln 2} \sum_{z=0}^{\operatorname{Floor}(m-1)} \frac{1}{z!}\left(\frac{m}{\bar{\gamma}_{\mathrm{b}}}\right)^{z} \exp \left(\frac{m}{\bar{\gamma}_{\mathrm{b}}}\right) \Gamma(1+z)\left[\Gamma\left(-z, \frac{m}{\bar{\gamma}_{\mathrm{b}}}\right)-\exp \left(\frac{1}{\bar{\gamma}_{\mathrm{e}}}\right)\right. \\
& \left.\times \Gamma\left(-z, \frac{m}{\bar{\gamma}_{\mathrm{b}}}+\frac{1}{\bar{\gamma}_{\mathrm{e}}}\right)\right]  \tag{6.30}\\
\overline{\mathcal{R}}_{\mathrm{S}-\mathrm{NR}}^{\infty} & \approx \log _{2}\left(\bar{\gamma}_{\mathrm{b}}\right)+\log _{2}(e)[\psi(m)-\ln (m)]-\frac{e^{1 / \bar{\gamma}_{\mathrm{e}}}}{\ln 2} E_{1}\left(\frac{1}{\bar{\gamma}_{\mathrm{e}}}\right) . \tag{6.31}
\end{align*}
$$

Proof. See Appendix H.3.

Notice that all secrecy metrics in Lemmas 4-6, are given in analytical closed-form expression including the Beckmann/Rayleigh case. In the next section, some secrecy metrics are evaluated to explore the impact of the phases errors in wireless communications via RIS technology.

### 6.4 NUMERICAL RESULTS

Here, the main goal is to assess the effect of phase errors on the secrecy performance metrics for the proposed scenarios, as well as the goodness of the scalar approximations for the equivalent composite channel in RIS-assisted communications. For the links between Alice and the RIS, and between the RIS and Bob, it is considered Rician fading, i.e, the shape parameter $K=1$. The links between the RIS and Eve are assumed to be Rayleigh distributed, so that $a_{1}=a_{2, \mathrm{~b}}=$ $\sqrt{\pi /(4(K+1))_{1}} F_{1}(-1 / 2,1,-K)$, and $a_{2, \mathrm{e}}=\sqrt{\pi} / 2$. $^{[2]}$. In our analysis, it is assumed phase errors due to the finite number of phase shifts available at the RIS. Therefore, only $2^{n_{\mathrm{b}}}$ phases for $n_{\mathrm{b}} \geq 1$ can be configured at the RIS, where $n_{\mathrm{b}}$ is the number of quantization bits used to encode the phase shifts [159]. In this sense, $\Theta_{i}$ in (6.2) is assumed to be uniformly distributed over the interval $\left[-2^{-n_{\mathrm{b}}} \pi, 2^{-n_{\mathrm{b}}} \pi\right]$. Consequently, it follows that $\varphi_{1}=\frac{\sin \left(2^{-n_{\mathrm{b}}} \pi\right)}{2^{-n_{\mathrm{b}}} \pi}$ and $\varphi_{2}=\frac{\sin \left(2^{-n_{\mathrm{b}}+1} \pi\right)}{2^{-n_{\mathrm{b}}+1} \pi}$ [159] for (6.10)-(6.12). In all figures, the system parameters are set to: $\bar{\gamma}_{0, \mathrm{e}}=10 \mathrm{~dB}$, and the ideal case of no phase errors (i.e., $n_{\mathrm{b}} \rightarrow \infty$ ) is included as a reference in all instances. The exact values for the secrecy metrics are obtained through Monte Carlo simulations. The analytical secrecy performance metrics in the folded normal/Rayleigh (FR), Nakagami/Rayleigh (NR), and Beckmann/Rayleigh (BR) cases are included using the results in Sections 6.3.1 and 6.3.2 for the SOP and ASR, respectively. Also, analytical expressions derived in our analysis are denoted using solid lines and asymptotic expressions are represented using dashed lines.

Figs. 6.2-6.3 denote the ASR as a function of $\bar{\gamma}_{0, \mathrm{~b}}$ for different numbers of elements (i.e., $n$ ) at the RIS. Such figures explore how imperfect phase estimation, i.e, $n_{\mathrm{b}}=1$ and $n_{\mathrm{b}}=2$ affects the secrecy performance of the system. From Figs. 6.2-6.3, it can be extracted the following insights: (i) increasing the number of reflecting elements (i.e., $n$ ) allows for improving the ASR for a fixed $\bar{\gamma}_{0, \mathrm{~b}}$, thanks to the different scaling laws of the legitimate and wiretap average SNRs derived in our analysis (see, Remark 6); (ii) equivalent scalar approximations concerning FR (no phase errors) and $B R$ (phase errors) approximate very well the real distribution regardless of the number of reflecting elements, while the NR approximation underestimates the true ASR as $n$ decreases; (iii) asymptotic ASR formulations reveal the ASR's slope for the high SNR values; (iv) ASR expressions exhibit a linear behavior in log-scale for a wide range of SNRs, and such a range of SNRs widens with $n ;(v)$ the performance degradation with $n_{\mathrm{b}}=2$ bits is small, which confirms that state-of-the-art solutions for RIS surfaces [167] may be enough to obtain a secrecy performance close to the case of no phase


Figure 6.2: ASR as a function of $\bar{\gamma}_{0, \mathrm{~b}}$ for different values of $n$ for $n_{\mathrm{b}}=1$. Markers correspond to the legitimate and eavesdropper channels computed with (6.2) and (6.5), respectively.


Figure 6.3: ASR as a function of $\bar{\gamma}_{0, \mathrm{~b}}$ for different values of $n$ for $n_{\mathrm{b}}=2$. Markers correspond to the legitimate and eavesdropper channels computed with (6.2) and (6.5), respectively.


Figure 6.4: SOP as a function of $\bar{\gamma}_{0, \mathrm{~b}}$ for different values of $n$ for $n_{\mathrm{b}}=1$. Markers correspond to the legitimate and eavesdropper channels computed with (6.2) and (6.5), respectively.
errors (i.e., ideal case); and (vi) the worst secrecy performance of the proposed approximations is achieved when the RIS has a one-bit phase shifter (i.e., $n_{\mathrm{b}}=1$ ). This fact corroborates that smaller $n_{\mathrm{b}}$ values mean larger phase errors.

Figs. 6.4-6.5 shows the SOP as a function of $\bar{\gamma}_{0, \mathrm{~b}}$, for different values of $n$. As in the previous ASR case, it is considered that the RIS have specific discrete phase shifts, i.e., $n_{\mathrm{b}}=1$ and $n_{\mathrm{b}}=2$ to evaluate the secrecy performance of the system. Here, some similar insights, as in the ASR, can be deduced from both figures: (i) for $n_{\mathrm{b}}=2$, a good secrecy performance can be attain compared to the ideal case (i.e., no phase errors), and (ii) the SOP performance deteriorates when $n_{\mathrm{b}}=1$, which means that the phase estimation in the RIS is poor. Moreover, some relevant differences are observed: while the equivalent scalar approximations work well in all instances for large $n$, there are substantial differences between the exact simulated results and the FR, BR, and NR cases for lower $n$. Regarding insights on SOP's slope, the asymptotic curves may induce confusion if not interpreted correctly. This is, while all asymptotic results are tight (i.e., they all coincide with the analytical SOP expressions for each case), the different secrecy diversity order inherent to each of the equivalent scalar approximations is translated into a different decay of the high-SNR slopes. Because of the high line-of-sight condition of the FR and BR scalar approximations, the asymptotes kick-in at very low SOP values; conversely, the NR asymptote seems to better capture the abrupt decay of the SOP for the operating range of probability values. In any case, asymptotic analyses for the SOP should be exercised with caution when using the equivalent scalar approximations, as they may not be representative of the actual behavior of the real RIS-assisted channels.


Figure 6.5: SOP as a function of $\bar{\gamma}_{0, \mathrm{~b}}$ for different values of $n$ for $n_{\mathrm{b}}=2$. Markers correspond to the legitimate and eavesdropper channels computed with (6.2) and (6.5), respectively.

### 6.5 CONCLUSIONS

This chapter has provided an overview of the promising RIS technology for achieving a smart and reconfigurable environment in post-5G wireless networks. This work have formulated three approximations to capture the real secrecy performance of an RIS-aided communication with phase errors. In this context, the results have shown that even when RIS has a limited phase resolution of 2 bits, the different scaling laws for the desired and eavesdropper's SNRs allow for improving the PLS performance RIS-assisted communications. Based on this, RIS has proven useful in improving the physical layer security in future next networks. Finally, the simulation's results have validated the effectiveness of the proposed equivalent scalar channel approximations.

## 7 CONCLUSIONS

This chapter summarizes the general conclusions drawn from the thesis and then outlines some future research works.

### 7.1 THESIS CONCLUSIONS

Overall, topics including: $(i)$ sums and ratio of RVs taken from generalized distributions; (ii) PLS over generalized fading conditions, and (iii) PLS of RIS-assisted wireless communications with imperfect phase estimation have been thoroughly explored in this thesis. Next, the major contributions of each chapter are summarized.

Chapter 3 has investigated sums and ratios of RVs taken from different types of fading channel models. The main contributions of this chapter were threefold: 1) a fast and simple approximation to the PDF of the sum of independent Nakagami- $m$ RVs was derived by using a mixture of two Nakagami- $m$ RVs. In this approximation, the approximate distribution parameters were estimated using an unsupervised EM learning algorithm. Furthermore, the ABEP metric over multibranch receivers was presented as an application example concerning the sums of Nakagami-m RVs; 2) a unified framework was presented to approximate the sums of generalized RVs. Specifically, the asymptotic matching method was applied to approximate the sum of $\kappa-\mu \mathrm{RV}$ s. Based on the numerical results, the asymptotic matching has proven to provide an excellent fit from medium to high-SNR regime. From a practical perspective, this region is of paramount importance because it describes a wireless communication system's energy efficiency (see [117] for a nice discussion on this topic); and 3) closed-form expressions for the PDF, CDF, MGF of the ratio of two RVs envelopes taken from $\alpha-\mu$ distributions were obtained in terms of univariate Fox H -function. Since the single Fox H -function has not yet been implemented in popular mathematical packages, this work have provided both fast convergent series expressions derived using the residues theorem and efficient implementation for the single Fox H -function in MATHEMATICA®Wolfram. Finally, to illustrate the applicability of the obtained expressions, a practical example of PLS over $\alpha-\mu$ channels was presented.

Chapter 4 has explored the secrecy performance of the classical Wyner's wiretap model, where the main and the eavesdropper channels experience NWDP fading.

In such chapter, novel analytical expressions for the SOP, asymptotic SOP, ASC, and asymptotic ASC were derived in terms of elementary functions in the communication theory. From the SOP asymptotic analysis, useful insights into how the NWDP fading parameters of both legitimate and eavesdropper channels (e.g., $K_{\mathrm{dB}}^{\mathrm{B}}, K_{\mathrm{dB}}^{\mathrm{E}}, \alpha_{n, \mathrm{~B}}, \alpha_{n, \mathrm{E}}$ ) affect the system performance in a high-SNR regime were also provided. Furthermore, based on the numerical results, this research has been supported the need for using ray-based fading channel models in those scenarios in which an arbitrary number of dominant specular components are considered (e.g., mm-Wave communications).

Chapter 5 has provided new equivalent representations for the $\kappa-\mu$ shadowed CDFs in order to derive either maximum or minimum of an arbitrary number of i.i.d. $\kappa-\mu$ shadowed RVs. The illustrative plots and discussions showed how different propagation factors (e.g., LOS condition, LOS fluctuation, and clustering of scattered multipath waves) impact the PLS performance over MIMO wiretap channels. Specifically, secrecy expressions such as SOP, asymptotic SOP, ASC, and Asymptotic ASC were developed in a TAS/MRC configuration. The numerical results manifested that strong LOS conditions and rich scattering waves in the legitimate path are favorable for the secrecy performance. Furthermore, it was revealed that, the asymptotic behavior depends not only on the number of antennas of the legitimate pairs but also on the clustering of scattered waves (i.e., $\mu_{B}$ ) of the legitimate link. Conversely, the eavesdropper link's scattering environment (i.e., $\mu_{\mathrm{E}}$ ) plays no role in the secrecy performance of the system in the high-SNR regime.

Chapter 6 has investigated the PLS performance of a wireless communication system supported by a RIS with phase errors. Closed-form expressions for the SOP, asymptotic SOP, ASR, and asymptotic ASR were derived in terms of well-known functions. By knowing that the perfect phase estimation of the reflection phases induced by the composite channel through the RIS is unfeasible in practice; the analyzed results exhibited how the phase errors affect the secrecy performance of RISaided wireless communications. In this context, our analytical framework showed clear evidence that even when the RIS has a limited precision configuration of 2 bits in the estimation phase process; the ratio of the legitimate and wiretap SNRs allows for improving the PLS performance in RIS-assisted communications.

Overall, the information security at the physical layer level is an approach that relies heavily on the assumption that the channel between the transmitter and the eavesdropper is a degraded version of the channel between legitimate nodes. In this regard, the application of PLS for 5 G applications is not yet a close reality, as due to the broadcast nature of the wireless medium, the legitimate channel cannot be guaranteed to be an enhanced version of the wiretap channel at all times. Nonetheless, given that the emerging new-generation environment exhibits a versatility of physical phenomena that converge in the wireless medium, our research showed that, under certain fading conditions, the PLS performance can remarkably improve in generalized fading conditions. Specifically, this work inferred that PLS techniques should be designed based on both the intrinsic features of the channel (e.g., LoS, NLoS conditions, LoS fluctuations, presence of dominant rays and clustering) and the use
of revolutionary technologies (e.g., RIS and Holographic MIMO).
Unfortunately, up to 5G, the propagation channel has been out of control of communications design engineers. In this concern, this research showed that the radio environment becomes programmable, controllable, and intelligent by leveraging the advantages of RIS technology. In fact, post-5G networks can be designed not only based on the end-points of the communications (i.e., transmitters and receivers) but also on the customization of the radio environment. Moreover, based on our findings in Chapter 6, RIS can effectively create a "dedicated" channel between two legitimate entities. Hence, PLS will finally flourish as a defense method for providing security information to upcoming wireless networks by complementing cryptography-based algorithms.

### 7.2 FUTURE RESEARCH DIRECTIONS

Then, a non-exhaustive list of research topics to extend the results discussed in this thesis is provided.

1. The sum of independent channel envelopes that follow NWDP distributions remains an open topic of research. Based on these results, the secrecy performance over NWDP MIMO wiretap channels is an intriguing research issue.
2. Second-order statistics, including level crossing rate and average fade duration, are still an open issue for the product and ratio of independent generalized fading channel distributions.
3. An engaging topic is to extend the asymptotic matching method to approximate sums of correlated RVs such as Nakagami- $m, \kappa-\mu, \kappa-\mu$ shadowed, NWDP, among others. These approximations will allow overcoming the inherent issues of the exact statistical solutions while guaranteeing an outstanding performance for practical regimes of interest, i.e., medium to high-SNR values.
4. Nowadays, the secrecy performance has been extensively explored for the design of secure transmissions over both conventional and generalized fading channels in the context of infinite block-length. Nevertheless, the impact of having finite block-length secrecy codes on PLS performance under generalized channels is still an open field of research.
5. A most realistic wireless channel model is crucial for the performance evaluation of RISassisted communications. In this regard, an interesting research topic to be addressed is a propagation channel model that captures $(i)$ key fundamentals aspects of the so-called geometric near-field of the RIS elements and (ii) spatial correlations among the RIS elements.
6. Based on the results of Chapter 6, it is the paramount importance to investigate the PLS performance of RIS-aided wireless communications over realistic propagation conditions (e.g., spatial correlation among RIS units).
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## 9 APPENDICES

## A DERIVATION OF THE ABEP EXPRESSIONS

## A. 1 PROOFS OF PROPOSITION 1

## ABEP Approximation for non-coherent modulations

Substituting (3.9) and (2.62) into (2.60), it arrives to

$$
\begin{equation*}
P_{e} \approx \sum_{i=1}^{2} \frac{\omega_{i} m_{i}^{m_{i}}}{\Gamma\left(m_{i}\right) \Omega_{i}^{m_{i}}} \underbrace{\int_{0}^{\infty} r^{2 m_{i}-1} \exp \left(-r^{2}\left(\frac{m_{i}}{\Omega_{i}}-\frac{g E_{b}}{N_{0}}\right)\right) d r}_{I_{1}} \tag{A.1}
\end{equation*}
$$

Here, with the aid of [168, Eq. (3.326.2)] to solve the integral in $I_{1}$, the ABEP for non-coherent schemes can be expressed as in (3.26), which concludes the proof.

## ABEP Approximation for coherent modulations

Inserting (3.9) and (2.63) into (2.60), this gets to

$$
\begin{equation*}
P_{e} \approx \sum_{i=1}^{2} \frac{\omega_{i} m_{i}^{m_{i}}}{\Gamma\left(m_{i}\right) \Omega_{i}^{m_{i}}} \underbrace{\int_{0}^{\infty} r^{2 m_{i}-1} \exp \left(-\frac{r^{2} m_{i}}{\Omega_{i}}\right) \operatorname{erfc}\left(r \sqrt{g E_{b} / N_{0}}\right) d r}_{I_{2}} \tag{A.2}
\end{equation*}
$$

Next, using [169, Eq. (4.3.9)] to solve the integral in $I_{2}$, it follows that

$$
\begin{equation*}
I_{2}=\left(\frac{E_{b} g}{N_{0}}\right)^{-m_{i}} \frac{\Gamma\left(2 m_{i}\right)_{2} F_{1}\left(m_{i}, \frac{1}{2}+m_{i} ; 1+m_{i} ;-\frac{m_{i}}{\frac{E_{b} s_{i}}{N_{0}}}\right)}{\Gamma\left(m_{i}\right) 4^{m_{i}}} . \tag{A.3}
\end{equation*}
$$

Replacing (A.2) into (A.3), the ABEP for coherent schemes can be expressed as in (3.27), which concludes the proof.

## A. 2 PROOFS OF PROPOSITION 2

ABEP expression in the low SNR regime for non-coherent modulations

By considering the Maclaurin series ${ }^{[1]}$ [149, Eq. (25.2.24)]

$$
\begin{equation*}
f(x)=\sum_{k=0}^{n} \frac{(x)^{k} f^{(k)}(0)}{k!}+R_{n}, \tag{A.4}
\end{equation*}
$$

where, $R_{n}$ is a remainder term known as the Lagrange remainder [149, Eq. (25.2.25)]. Now, by using the second term of Maclaurin expansion in (A.4) for the denominator of (3.26), because at low SNR regime, it is assumed that $\frac{E_{b}}{N_{0}}$ in the higher order coefficients are zero. So, this gets to

$$
\begin{equation*}
\left(\frac{E_{b} g}{N_{0}}+\frac{m_{i}}{\Omega_{i}}\right)^{m_{i}} \approx\left(\frac{m_{i}}{\Omega_{i}}\right)^{m_{i}}+g \Omega_{i}\left(\frac{m_{i}}{\Omega_{i}}\right)^{m_{i}}\left(\frac{E_{b} g}{N_{0}}\right)+\frac{g^{2}\left(m_{i}-1\right) \Omega_{i}^{2}}{2 m_{i}}\left(\frac{m_{i}}{\Omega_{i}}\right)^{m_{i}}\left(\frac{E_{b}}{N_{0}}\right)^{2} . \tag{A.5}
\end{equation*}
$$

Next, by substituting (A.5) into (3.26), this yields

$$
\begin{equation*}
P_{e} \approx \frac{\frac{\omega_{1}}{2}\left(\frac{m_{1}}{\Omega_{1}}\right)^{m_{1}}}{\left(\frac{m_{1}}{\Omega_{1}}\right)^{m_{1}}+m_{1}\left(\frac{E_{b} g}{N_{0}}\right)\left(\frac{m_{1}}{\Omega_{1}}\right)^{m_{1}-1}}+\frac{\frac{\left(1-\omega_{1}\right)}{2}\left(\frac{m_{2}}{\Omega_{2}}\right)^{m_{2}}}{\left(\frac{m_{2}}{\Omega_{2}}\right)^{m_{2}}+m_{2}\left(\frac{E_{b} g}{N_{0}}\right)\left(\frac{m_{2}}{\Omega_{2}}\right)^{m_{2}-1}} . \tag{A.6}
\end{equation*}
$$

After simple mathematical manipulations in (A.6), the expression given in (3.28) is achieved.

## ABEP expression in the low SNR regime for coherent modulations

For this scenario, when $\frac{E_{b}}{N_{0}}$ in (3.27) goes to zero, the term $-\frac{1}{\frac{\Omega_{i} g E_{b}}{m_{i} N_{0}}}$ goes to $\infty$, thus the Hypergeometric function ${ }_{2} F_{1}(\cdot, \cdot ; \cdot ; \cdot)$ in (3.27) also goes to zero. Bearing this in mind, our aim is to find an expression in a closed-form that complies with the aforementioned requirements. For this purpose, by replacing the Hypergeometric Function in (3.27) by its mathematical identity given in [154, Eq. (07.24.17.0054.01)]

$$
\begin{equation*}
{ }_{2} F_{1}\left(a, b ; c ;-\frac{1}{p}\right)=\left(1+\frac{1}{p}\right)^{-a}{ }_{2} F_{1}\left(a, c-b ; c ; \frac{1}{p+1}\right), \tag{A.7}
\end{equation*}
$$

therefore, this yields

$$
\begin{equation*}
P_{e} \approx \frac{\omega_{1} \Gamma\left(2 m_{1}\right)_{2} F_{1}\left(m_{1}, \frac{1}{2} ; 1+m_{1} ; \frac{1}{\frac{E_{b} \Omega_{1} g}{N_{0} m_{1}+1}}\right)}{\left(1+\frac{1}{\frac{E_{b} \Omega_{1} g}{N_{0} m_{1}}}\right)^{m_{1}} \Gamma\left(m_{1}\right)\left(\frac{4 E_{b} \Omega_{1} g}{N_{0} m_{1}}\right)^{m_{1}}}+\frac{\left(1-\omega_{1}\right) \Gamma\left(2 m_{2}\right)_{2} F_{1}\left(m_{2}, \frac{1}{2} ; 1+m_{2} ; \frac{1}{\frac{E_{b} \Omega_{2} g}{N_{0} m_{2}+1}}\right)}{\left(1+\frac{1}{\frac{E_{b} \Omega_{2} g}{N_{0} m_{2}}}\right)^{m_{2}} \Gamma\left(m_{2}\right)\left(\frac{4 E_{b} \Omega_{2} g}{N_{0} m_{2}}\right)^{m_{2}}} . \tag{A.8}
\end{equation*}
$$

Then, by substituting the regularized Hypergeometric function ${ }_{2} F_{1}(\cdot, \cdot ; \cdot ; \cdot)$ by its the integral definition
${ }^{[1]}$ In particular, the Maclaurin series is a special case of the Taylor series where the function is expanded around zero.
given in [154, Eq. (07.24.07.0001.01)] as

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; p)=\frac{1}{\Gamma(b) \Gamma(c-b)} \int_{0}^{1} \frac{t^{b-1}(1-t)^{-b+c-1} d t}{(1-t p)^{a}}, \tag{A.9}
\end{equation*}
$$

into (A.8), it follows that

Now, performing some algebraic operations in (A.10), it arrives to

With the purpose of simplifying the mathematical complexity in (A.11) for finding a closed-form formulation at low SNR regime, by replacing $\frac{E_{b}}{N_{0}}$ with zero in the terms corresponding to the Hypergeometric function ${ }_{2} F_{1}(\cdot, \cdot ; \cdot ; \cdot)$. Thus, this leads to

After some mathematical manipulations and by solving the corresponding integrals in (A.12), it follows that

Finally, by performing simple mathematical manipulations in (A.13), the expression in (3.29) is reached. This completes the proof.

## A. 3 PROOFS OF PROPOSITION 3

## ABEP expression in the high-SNR regime for non-coherent modulations

In the high-SNR regime, it follows that $P_{e}$ in (3.26) goes to zero as $\frac{E_{b}}{N_{0}}$ becomes larger. Here, our goal is to achieve an expression that meets this assumption. To attain this,one can start by using the
binomial theorem [170, Eq. (5.13)] for $x, y$, and $r \in \mathbb{R}$

$$
\begin{equation*}
(x+y)^{r}=x^{r}\left(1+\frac{y}{x}\right)^{r} \tag{A.14}
\end{equation*}
$$

into (3.26), therefore, this gets to

$$
\begin{equation*}
P_{e} \approx \frac{\frac{\omega_{1}}{2}\left(\frac{m_{1}}{\Omega_{1} g}\right)^{m_{1}}}{\left(\frac{E_{b}}{N_{0}}\right)^{m_{1}}\left(1+\frac{\frac{m_{1}}{\Omega_{1}}}{\frac{E_{b} g}{N_{0}}}\right)^{m_{1}}}+\frac{\frac{\left(1-\omega_{1}\right)}{2}\left(\frac{m_{2}}{\Omega_{2} g}\right)^{m_{2}}}{\left(\frac{E_{b}}{N_{0}}\right)^{m_{2}}\left(1+\frac{\frac{m_{2}}{\Omega_{2}}}{\frac{E_{b} g}{N_{0}}}\right)^{m_{2}}} . \tag{A.15}
\end{equation*}
$$

Now, without loss of generality, it is assumed $m_{2}>m_{1}$. Based on this assumption, one can consider that $\left(\frac{E_{b}}{N_{0}}\right)^{m_{2}}$ grows to infinity more quickly than $\left(\frac{E_{b}}{N_{0}}\right)^{m_{1}}$ at high SNR (i.e., $\frac{E_{b}}{N_{0}}$ goes to $\infty$ ), so, this leads to

$$
\begin{equation*}
P_{e} \approx \frac{\frac{\omega_{1}}{2}\left(\frac{m_{1}}{\Omega_{1} g}\right)^{m_{1}}}{\left(\frac{E_{b}}{N_{0}}\right)^{m_{1}}(1+0)^{m_{1}}}+0 \tag{A.16}
\end{equation*}
$$

From (A.16), the general expression of ABEP at high SNR can be calculated as in (3.30), where $m=\min \left\{m_{1}, m_{2}\right\}$. This completes the proof.

## ABEP expression in the high-SNR regime for coherent modulations

It is worth mentioning that in the high SNR regime, when $\frac{E_{b}}{N_{0}}$ in (3.27) goes to $\infty$, the term $-\frac{1}{\frac{\Omega_{i} g E_{b}}{m_{i} N_{0}}}$ goes to zero and consequently the Hypergeometric function ${ }_{2} F_{1}(\cdot, \cdot ; \cdot ; \cdot)$ in $(3.27)$ tends to $\frac{1}{\Gamma(1+m)}{ }^{[2]}$ as will be proved below. Taking this into consideration, the first step is to substitute the Hypergeometric Function in (3.27) by (A.9), then, this gets to
$\left.P_{e} \approx \frac{\omega_{1} \Gamma\left(2 m_{1}\right)\left[\frac{1}{\Gamma\left(\frac{1}{2}+m_{1}\right) \Gamma\left(\frac{1}{2}\right)} \int_{0}^{1} \frac{t^{\left.m_{1}-\frac{1}{2}(1-t)\right)^{-\frac{1}{2}} d t}}{\left(1+\frac{E_{b}}{\frac{t}{1_{1} g}}\right)^{m_{1}}}\right.}{\frac{N_{0} m_{1}}{N_{1}}}\right]\left(1-\omega_{1}\right) \Gamma\left(2 m_{2}\right)\left[\frac{1}{\Gamma\left(\frac{1}{2}+m_{2}\right) \Gamma\left(\frac{1}{2}\right)} \int_{0}^{1} \frac{t^{m_{2}-\frac{1}{2}(1-t)} \frac{-\frac{1}{2} d t}{\left(1+\frac{E_{b} \Omega_{2} g}{m_{2}}\right.} \frac{\left(m_{2}\right)\left(\frac{4 E_{b} \Omega_{2} g}{N_{0} m_{2}}\right)^{m_{2}}}{\Gamma\left(m_{1}\right)\left(\frac{4 E_{b} \Omega_{1} g}{N_{0} m_{1}}\right)^{m_{1}}} .}{\Gamma\left(m_{2}\right.}\right.$.

In this case, a procedure similar to that applied to analyze the high SNR regime of ABEP for noncoherent modulation is considered (i.e., it is assumed $m_{2}>m_{1}$ ). Hence, once again, one can consider that $\left(\frac{E_{b}}{N_{0}}\right)^{m_{2}}$ grows to infinity more quickly than $\left(\frac{E_{b}}{N_{0}}\right)^{m_{1}}$ at high SNR (i.e., $\frac{E_{b}}{N_{0}}$ goes to $\infty$ ), thus, this leads to

$$
\begin{equation*}
P_{e} \approx \frac{\omega_{1} \Gamma\left(2 m_{1}\right)}{\left(\frac{E_{b}}{N_{0}}\right)^{m_{1}}}\left[\frac{\frac{1}{\Gamma\left(\frac{1}{2}+m_{1}\right) \Gamma\left(\frac{1}{2}\right)} \int_{0}^{1} \frac{t^{m_{1}-\frac{1}{2}}(1-t)^{-\frac{1}{2}} d t}{(1+0)^{m_{1}}}}{\Gamma\left(m_{1}\right)\left(\frac{4 \Omega_{1} g}{m_{1}}\right)^{m_{1}}}\right] . \tag{A.18}
\end{equation*}
$$

[2] The parameter $m$ is governed by the lower value between $m_{1}$, and $m_{2}$ as will be seen in developing this appendix.

Herein, by solving the integral in (A.18), it follows that

$$
\begin{equation*}
P_{e} \approx \frac{\omega_{1} \Gamma\left(2 m_{1}\right)}{\left(\frac{E_{b}}{N_{0}}\right)^{m_{1}}}\left[\frac{\frac{1}{\Gamma\left(\frac{1}{2}+m_{1}\right) \Gamma\left(\frac{1}{2}\right)} \times \frac{\Gamma\left(\frac{1}{2}+m_{1}\right) \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(1+m_{1}\right)}}{\Gamma\left(m_{1}\right)\left(\frac{4 \Omega_{1} g}{m_{1}}\right)^{m_{1}}}\right] \tag{A.19}
\end{equation*}
$$

Finally, after a process of simplification in (A.19), the general formulation as in (3.31) can be attained, where $m=\min \left\{m_{1}, m_{2}\right\}$. This completes the proof.

## B DERIVATION OF THE $\kappa-\mu$ EXPRESSIONS

## B. 1 PROOF OF PROPOSITION 4

Substituting the series expansion of $I_{0}(\cdot)$ [154, id. (03.02.02.0001.01)] and exponential function $\exp (\cdot)$ [149, Eq. (25.2.24)]

$$
\begin{align*}
I_{v}(z) & =\sum_{k=0}^{\infty} \frac{1}{\Gamma(k+v+1) k!}\left(\frac{z}{2}\right)^{2 k+v}  \tag{B.1a}\\
\exp (-z) & =\sum_{k=0}^{\infty} \frac{(-1)^{k} x^{k}}{k!} \tag{B.1b}
\end{align*}
$$

into (3.32), this yields

$$
\begin{align*}
& f_{R_{i}}(r)= \frac{2 \mu_{i}\left(1+\kappa_{i}\right)^{\frac{1+\mu_{i}}{2}} r^{\mu_{i}}}{\kappa_{i}^{\frac{\mu_{i}-1}{2}} \Omega_{i}^{\frac{\mu_{i}+1}{2}} \exp \left(\mu_{i} \kappa_{i}\right)}\left(\frac{1}{\Gamma\left(\mu_{i}\right)}\left(\mu_{i} r \sqrt{\frac{\kappa_{i}\left(1+\kappa_{i}\right)}{\Omega_{i}}}\right)^{\mu_{i}-1}-\frac{1}{\Gamma\left(\mu_{i}\right)}\left(\frac{\mu_{i}\left(1+\kappa_{i}\right) r^{2}}{\Omega_{i}}\right)\right. \\
& \times\left(\mu_{i} r \sqrt{\frac{\kappa_{i}\left(1+\kappa_{i}\right)}{\Omega_{i}}}\right)^{2+\mu_{i}-1}  \tag{B.2}\\
&\left.2!\frac{\Gamma\left(2+\mu_{i}\right)^{-1}}{2!}\left(\frac{\mu_{i}\left(1+\kappa_{i}\right) r^{2}}{\Omega_{i}}\right)^{2}\left(\mu_{i} r \sqrt{\frac{\kappa_{i}\left(1+\kappa_{i}\right)}{\Omega_{i}}}\right)^{4+\mu_{i}-1}-\ldots\right) .
\end{align*}
$$

Now, by rewriting (B.2) in the format of (3.36), this leads to


From (B.3), the coefficients of the Maclaurin series for the $\kappa-\mu$ case are formulated as in (3.35), thus accomplishing the proof.

## B. 2 DERIVATION OF THE EQUATION SYSTEM FOR $\kappa-\mu$ CASE

From (3.45b), the matching $\tilde{b}_{0}=b_{0}$ with the help of (3.47b) and (3.43b) can be expressed as

$$
\begin{equation*}
2 \tilde{\mu}-1=(M-1)+\sum_{i=1}^{M} b_{i, 0} \tag{B.4}
\end{equation*}
$$

Using, (3.35b) with $n=0$ into (B.4), this yields

$$
\begin{align*}
& 2 \tilde{\mu}-1=(M-1)+\sum_{i=1}^{M} 2 \mu_{i}-1 \\
& 2 \tilde{\mu}-1=M-1-M+2 \sum_{i=1}^{M} \mu_{i} \tag{B.5}
\end{align*}
$$

After simple mathematical simplifications in (B.5), the $\tilde{\mu}$ parameter can be formulated as in (3.49a). Next, with the help of (2.32), (3.45c) can be expressed as (3.49b). Now, using (3.35) with $n=0$, (3.43a) can be rewritten as

$$
\begin{align*}
a_{0} & =\frac{\prod_{i=1}^{M}\left[\frac{2 \mu_{i}\left(1+\kappa_{i}\right)^{\frac{1+\mu_{i}}{2}}}{\kappa_{i}^{\frac{\mu_{i}-1}{2}} \Omega_{i}^{\frac{\mu_{i}+1}{2}} \exp \left(\mu_{i} \kappa_{i}\right) \Gamma\left(\mu_{i}\right)}\left(\mu_{i} \sqrt{\frac{\kappa_{i}\left(1+\kappa_{i}\right)}{\Omega_{i}}}\right)^{\mu_{i}-1} \Gamma\left(1+2 \mu_{i}-1\right)\right]}{\Gamma\left(M+\sum_{i=1}^{M} 2 \mu_{i}-1\right)} \\
& =\frac{\prod_{i=1}^{M}\left[\frac{2 \mu_{i}\left(1+\kappa_{i}\right)^{\frac{1+\mu_{i}}{2}}}{\kappa_{i}^{\frac{\mu_{i}-1}{2}} \Omega_{i}^{\frac{\mu_{i}+1}{2}} \exp \left(\mu_{i} \kappa_{i}\right) \Gamma\left(\mu_{i}\right)}\left(\mu_{i} \sqrt{\frac{\kappa_{i}\left(1+\kappa_{i}\right)}{\Omega_{i}}}\right)^{\mu_{i}-1} \Gamma\left(2 \mu_{i}\right)\right]}{\Gamma\left(2 \sum_{i=1}^{M} \mu_{i}\right)} . \tag{B.6}
\end{align*}
$$

Finally, by matching (B.6) with (3.47), (3.43a) is expressed as in (3.49c). This completes the proof.

## C DERIVATION OF THE RATIO STATISTICS

## C. 1 PROOFS OF PROPOSITION 5

## PDF of $X$

Substituting (3.58) into (3.50), it follows that

$$
\begin{equation*}
f_{X}(x)=\frac{\alpha_{1} \alpha_{2} x^{\frac{\alpha_{1} \mu_{1}}{2}}-1}{4 \beta_{2}^{\frac{\alpha_{2} \mu_{2}}{2}} \beta_{1}^{\frac{\alpha_{1} \mu_{1}}{2}} \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)} \int_{0}^{\infty} y^{\frac{\alpha_{2} \mu_{2}}{2}+\frac{\alpha_{1} \mu_{1}}{2}-1} G_{0,1}^{1,0}\left[\left.\left(\frac{x y}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \right\rvert\, 0\right] G_{0,1}^{1,0}\left[\left.\left(\frac{y}{\beta_{2}}\right)^{\frac{\alpha_{2}}{2}} \right\rvert\, 0\right] d y \tag{C.1}
\end{equation*}
$$

After some mathematical manipulations in (C.1), it follows that

$$
f_{X}(x)=\frac{\alpha_{1} x^{\frac{\alpha_{1} \mu_{1}}{2}-1}}{2 \beta_{2}^{\frac{\alpha_{2} \mu_{2}}{2}} \beta_{1}^{\frac{\alpha_{1} \mu_{1}}{2}} \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)} \underbrace{\left.\left.\int_{0}^{\infty} w^{\mu_{2}+k \mu_{1}-1} G_{I_{10,1}^{1,0}}^{\beta_{2}^{\frac{\alpha_{2}}{2}}} \right\rvert\, 0\right] G_{0,1}^{1,0}\left[\left.\frac{w^{k}}{\left(\frac{x}{\beta_{1}}\right)^{\frac{-\alpha_{1}}{2}}} \right\rvert\, 0\right] d w, \quad \text { (C.2) }}_{I_{1}}
$$

where $w=y^{\alpha_{2} / 2}$ and recalling that $k=\frac{\alpha_{1}}{\alpha_{2}}$. Then, by using [154, Eq. (07.34.21.0012.01)], $I_{1}$ in (C.2) can be solved in a straightforward manner as

$$
I_{1}=\left(\frac{1}{\beta_{2}^{\frac{\alpha_{2}}{2}}}\right)^{-\left(\mu_{2}+k \mu_{1}\right)} \mathrm{H}_{1,1}^{1,1}\left[\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{2}}{2}} \left\lvert\, \begin{array}{c}
\left(1-\mu_{2}-k \mu_{1}, k\right)  \tag{C.3}\\
(0,1)
\end{array}\right.\right]
$$

Finally, by replacing $I_{1}$ into (C.2), the expression in (3.60) can be obtained.
CDF of $X$
Replacing (3.58) and (3.59) into (3.51), this leads to
$F_{X}(x)=\frac{\alpha_{2} x^{\frac{\mu_{1} \alpha_{1}}{2}}}{2 \beta_{2}^{\frac{\alpha_{2} \mu_{2}}{2}} \beta_{1}^{\frac{\alpha_{1} \mu_{1}}{2}} \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)} \int_{0}^{\infty} y^{\frac{\alpha_{2} \mu_{2}}{2}+\frac{\alpha_{1} \mu_{1}}{2}-1} G_{0,1}^{1,0}\left[\left.\left(\frac{y}{\beta_{2}}\right)^{\frac{\alpha_{2}}{2}} \right\rvert\, 0\right] G_{1,2}^{1,1}\left[\left(\frac{x y}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \left\lvert\, \begin{array}{c}1-\mu_{1} \\ 0,-\mu_{1}\end{array}\right.\right] d y$.

Here, a similar procedure as in the derivation of the PDF of $X$ is employed. That is, by replacing
$w=y^{\alpha_{Y} / 2}$ and $k=\frac{\alpha_{1}}{\alpha_{2}}$ into (C.4), it follows that

$$
F_{X}(x)=\frac{x^{\frac{\mu_{1} \alpha_{1}}{2}}}{\beta_{2}^{\frac{\alpha_{2} \mu_{2}}{2}} \beta_{1}^{\frac{\alpha_{1} \mu_{1}}{2}}} \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right) \underbrace{\int_{0}^{\infty} w^{\mu_{1} k+\mu_{2}-1} \underset{I_{2} 0,1}{G^{1,0}}\left[\left.\frac{w}{\beta_{Y}^{\frac{\alpha_{Y}}{2}}} \right\rvert\, 0\right] G_{1,2}^{1,1}\left[\left.\left(\frac{x}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}} w^{k} \right\rvert\, \begin{array}{c}
1-\mu_{1}  \tag{C.5}\\
0,-\mu_{X}
\end{array}\right] d w}_{I_{2}}
$$

Now, by using [154, Eq.(07.34.21.0009.01)], $I_{2}$ in (C.5) can be solved in a straightforward manner as

$$
I_{2}=\left(\frac{1}{\beta_{2}^{\frac{\alpha_{2}}{2}}}\right)^{-\left(\mu_{1} k+\mu_{2}\right)} \mathrm{H}_{2,2}^{1,2}\left[\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \left\lvert\, \begin{array}{c}
\left(1-\mu_{1}, 1\right),\left(1-\mu_{1} k-\mu_{2}, k\right)  \tag{C.6}\\
(0,1),\left(-\mu_{1}, 1\right)
\end{array}\right.\right]
$$

Finally, substituting (C.6) into (C.5), a closed-form expression for the CDF of $X=\gamma_{1} / \gamma_{2}$ can be calculated as in (3.61). This completes the proof.

## MGF of $X$

Replacing $f_{X}(x)$ given as in (3.60) into (3.53), this leads to

$$
\mathcal{M}_{X}(s)=\frac{\alpha_{1}}{2 \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)}\left(\frac{\beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1} \mu_{1}}{2}} \int_{0}^{\infty} x^{\frac{\alpha_{1} \mu_{1}}{2}-1} e^{-s x} H_{1,1}^{1,1}\left[\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}} \left\lvert\, \begin{array}{c}
\left(1-\mu_{2}-k \mu_{1}, k\right)  \tag{C.7}\\
(0,1)
\end{array}\right.\right] d x
$$

Substituting the Fox H-function in (C.7) by its Mellin-Barnes type contour integral as in [155, Eq. (1.2)], interchanging the order of integrations, and performing some simplifications, this gets to

$$
\begin{align*}
\mathcal{M}_{X}(s) & =\frac{\alpha_{1}\left(\frac{\beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1} \mu_{1}}{2}}}{2 \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)} \int_{0}^{\infty} x^{\frac{\alpha_{1} \mu_{1}}{2}-1} \exp (-s x) \frac{1}{2 \pi \mathrm{j}} \int_{\mathcal{C}} \Gamma(z) \Gamma\left(\mu_{2}+k \mu_{1}-k z\right)\left[\left(\frac{x \beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}}\right]^{-z} d z d x \\
& =\frac{\alpha_{1}\left(\frac{\beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1} \mu_{1}}{2}}}{2 \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right) \mathrm{j}} \frac{1}{2 \pi \mathrm{j}} \int_{\mathcal{C}} \Gamma(z) \Gamma\left(\mu_{2}+k \mu_{1}-k z\right)\left[\left(\frac{\beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1}}{2}}\right]^{-z} \underbrace{\int_{0}^{\infty} x^{\frac{\alpha_{1} \mu_{1}}{2}-\frac{z \alpha_{1}}{2}-1} \exp (-s x) d x d z}_{I_{3}} \tag{C.8}
\end{align*}
$$

Here, with the help of [168, Eq. (3.351.3)], $I_{3}$ can be solved as

$$
\begin{equation*}
I_{3}=s^{-\frac{\mu_{1} \alpha_{1}}{2}+\frac{\alpha_{1} z}{2}} \Gamma\left(\frac{\mu_{1} \alpha_{1}}{2}-\frac{\alpha_{1} z}{2}\right) . \tag{C.9}
\end{equation*}
$$

Thus, (C.8) can be formulated as

$$
\begin{equation*}
\mathcal{M}_{X}(s)=\frac{\alpha_{1}\left(\frac{\beta_{2}}{\beta_{1}}\right)^{\frac{\alpha_{1} \mu_{1}}{2}} s^{-\frac{\alpha_{1} \mu_{1}}{2}}}{2 \Gamma\left(\mu_{2}\right) \Gamma\left(\mu_{1}\right)} \underbrace{\frac{1}{2 \pi \mathrm{j}} \int_{\mathcal{C}} \Gamma(z) \Gamma\left(\mu_{2}+k \mu_{1}-k z\right) \Gamma\left(\frac{\mu_{1} \alpha_{1}}{2}-\frac{\alpha_{1} z}{2}\right)\left[\left(\frac{\beta_{2}}{s \beta_{1}}\right)^{\frac{\alpha_{1}}{2}}\right]^{-z} d z}_{I_{4}} \tag{C.10}
\end{equation*}
$$

Then, by substituting $I_{4}$ in (C.10) by its corresponding Fox H -function with the use of [155, Eq. (1.2)], the expression in (3.62) is obtained, thus accomplishing the proof.

## Higher Order Moments of $X$

The $n$-th order moment for a RV $X$ is defined as (3.52). However, to calculate the $n$-th moment of the ratio of squared $\alpha-\mu$ distributed RVs, $X=\gamma_{1} / \gamma_{2}$, the identity for the product of two statistically independent RVs is employed, i.e., $\mathbb{E}\left[\left(\gamma_{1} \gamma_{2}\right)^{n}\right]=\mathbb{E}\left[\gamma_{1}^{n}\right] \mathbb{E}\left[\gamma_{2}^{n}\right][171]$. Now, for the case of the ratio of two squared RVs, the approach is interested in solving $\mathbb{E}\left[\left(\gamma_{1} / \gamma_{2}\right)^{n}\right]$, thus is necessary to determine the $n$-th moment of the inverse of a RV $\gamma_{2}$. To this end, let us define $A=1 / \gamma_{2}=1 / R_{2}^{2}$, such that $\mathbb{E}\left[\left(\gamma_{1} A\right)^{n}\right]=\mathbb{E}\left[\gamma_{1}^{n}\right] \mathbb{E}\left[A^{n}\right]$. Thus, by determining the moments of $\mathbb{E}\left[\gamma_{1}^{n}\right]$ and $\mathbb{E}\left[A^{n}\right]$, the higher order moments of $\mathbb{E}\left[X^{n}\right]$ can be found. In order to compute $\mathbb{E}\left[A^{n}\right]$, it is defined $Y_{2}$ as the inverse of the envelope $R_{2}$, i.e., $Y_{2}=1 / R_{2}$. Hence, the moments of $A$ can be determined by considering $\mathbb{E}\left[A^{n}\right]=\mathbb{E}\left[Y_{2}^{2 n}\right][53]$.

First, it is defined the $n$-th moment of the envelope of an $\alpha-\mu \mathrm{RV}$. Then, from [123], it follows that

$$
\begin{equation*}
\mathbb{E}\left[R^{n}\right]=\Omega^{n} \frac{\Gamma(\mu+n / \alpha)}{\mu^{n / \alpha} \Gamma(\mu)} \tag{C.11}
\end{equation*}
$$

Next, by substituting (C.11) into $\mathbb{E}\left[\Upsilon_{1}^{n}\right]=\mathbb{E}\left[R_{1}^{2 n}\right]$, this yields

$$
\begin{equation*}
\mathbb{E}\left[\gamma_{1}^{n}\right]=\Omega_{1}^{2 n} \frac{\Gamma\left(\mu_{1}+2 n / \alpha_{1}\right)}{\mu_{1}^{2 n / \alpha_{1}} \Gamma(\mu)} \tag{C.12}
\end{equation*}
$$

Recalling that $Y_{2}$ is the inverse of envelope $R_{2}$ with PDF given in (2.27). Therefore, the PDF of $Y_{2}$ can be expressed as in [172, Eq. (4)] by

$$
\begin{equation*}
f_{Y_{2}}(y)=\frac{\alpha_{2} \Omega_{2}^{\mu_{2} \alpha_{2}} y^{-1-\alpha_{2} \mu_{2}}}{\mu_{2}^{\mu_{2}} \Gamma\left(\mu_{2}\right)} \exp \left(-\frac{\Omega_{2}^{\alpha_{2}}}{\mu_{2} y^{\alpha_{2}}}\right) . \tag{C.13}
\end{equation*}
$$

From (C.13), the $n$-th moment $\mathbb{E}\left[Y_{2}^{n}\right]$ can be expressed as [172]

$$
\begin{equation*}
\mathbb{E}\left[Y_{2}^{n}\right]=\Omega_{2}^{n} \frac{\Gamma\left(\mu_{2}-n / \alpha_{2}\right)}{\mu_{2}^{n / \alpha_{2}} \Gamma\left(\mu_{2}\right)}, n>\mu_{2} \alpha_{2} \tag{C.14}
\end{equation*}
$$

Then, by inserting (C.14) into $\mathbb{E}\left[A^{n}\right]=\mathbb{E}\left[Y_{2}^{2 n}\right]$, it follows that

$$
\begin{equation*}
\mathbb{E}\left[A^{n}\right]=\Omega_{2}^{2 n} \frac{\Gamma\left(\mu_{2}-2 n / \alpha_{2}\right)}{\mu_{2}^{2 n / \alpha_{2}} \Gamma\left(\mu_{2}\right)}, n>\mu_{2} \alpha_{2} \tag{C.15}
\end{equation*}
$$

Finally, by inserting (C.14) and (C.15) into into $\mathbb{E}\left[X^{n}\right]=\mathbb{E}\left[\Upsilon_{1}^{n}\right] \mathbb{E}\left[A^{n}\right]$, the formulation in (3.63) is reached, thus completing the proof.

## C. 2 REPRESENTATION OF THE FOX-H FUNCTION AS A SUM OF RESIDUES

Here, for illustration purposes, the Fox H-functions in (3.60)-(3.62) are expressed as a sum of residues [173]. Therefore, by defining the Fox H -function as in [155, Eq. (1.1)], it follows that

$$
\mathrm{H}_{p, q}^{m, n}[z]=\mathrm{H}_{p, q}^{m, n}\left[z \left\lvert\, \begin{array}{c}
\left(a_{1}, A_{1}\right), \ldots,\left(a_{p}, A_{p}\right)  \tag{C.16}\\
\left(b_{1}, B_{1}\right), \ldots,\left(b_{q}, B_{q}\right)
\end{array}\right.\right]=\frac{1}{2 \pi \mathrm{i}} \int_{\mathcal{C}} \Theta(s) z^{-s} d s
$$

where $m, n, p, q \in \mathbb{N}$, with $0 \leq n \leq p, 1 \leq m \leq q, z \in \mathbb{C}$. Here

$$
\begin{equation*}
\Theta(s)=\frac{\left\{\prod_{j=1}^{m} \Gamma\left(b_{j}+B_{j} s\right)\right\}\left\{\prod_{j=1}^{n} \Gamma\left(1-a_{j}-A_{j} s\right)\right\}}{\left\{\prod_{j=m+1}^{q} \Gamma\left(1-b_{j}-B_{j} s\right)\right\}\left\{\prod_{j=n+1}^{p} \Gamma\left(a_{j}+A_{j} s\right)\right\}} \tag{C.17}
\end{equation*}
$$

An empty product is always interpreted as unity, $A_{i}, B_{j} \in \mathbb{R}^{+}, a_{i}, b_{j} \in \mathbb{C}, i=1, \ldots, p ; j=1, \ldots, q$. In addition, $\mathcal{C}=(c-i \infty, c+i \infty)$ is a contour of integration separating the poles of $\Gamma\left(1-a_{j}-A_{j} s\right)$, $j=1, \cdots, n$ from those of $\Gamma\left(b_{j}+B_{j} s\right), j=1, \cdots, m$. On the other hand, the contour integral $\mathcal{C}$ in (C.16) can be obtained by the sum of residues technique, evaluated at all poles of $\Theta(s)$ [155]. Hence,

$$
\begin{equation*}
\frac{1}{2 \pi \mathrm{i}} \int_{\mathcal{C}} \Theta(s) z^{-s} d s=\sum_{h=0}^{\infty} \lim _{s \rightarrow \pm \chi(h)}(s \pm \chi(h)) \Theta(s) z^{-s}, \tag{C.18}
\end{equation*}
$$

where $\chi(h)$ is a specific pole of $\Theta(s)$. Now, using (C.16) and (C.17), $\mathrm{H}_{2}$ in (3.61) can be rewritten as

$$
\begin{equation*}
\mathrm{H}_{2}=\frac{1}{2 \pi \mathrm{i}} \int_{\mathcal{C}} \frac{\Gamma(s) \Gamma\left(\mu_{1}-s\right) \Gamma\left(k \mu_{1}+\mu_{2}-k s\right) z^{-s} d s}{\Gamma\left(1+\mu_{1}-s\right)}, \tag{C.19}
\end{equation*}
$$

where the suitable contour $\mathcal{C}$ separates all the poles of $\Gamma(s)$ to the left from those of $\Gamma\left(\mu_{1}-s\right)$ and $\Gamma\left(k \mu_{1}+\mu_{2}-k s\right)$ to the right. Then, it is possible to evaluate (C.19) as the sum of residues, as follows

$$
\begin{equation*}
\mathrm{H}_{2}=S_{1}+S_{2}, \tag{C.20}
\end{equation*}
$$

where, the analysis of the Fox H -function given in (C.19) has been split into two sums of residues ${ }^{[1]}$, according to the following ranges of values of $k$ : (i) $\chi(h)=-h$, for $k \leq 1$; (ii) $\chi(h)=\mu_{1}+h$ and $\chi(h)=\frac{k \mu_{1}+\mu_{2}+h}{k}$, for $k \geq 1$. Now, by using (C.18) and the condition for $k \leq 1$ into (C.19), the term $S_{1}$ can be formulated as
[1] It is worth mentioning that $S_{1}$ corresponds to the sum of residues with respect to the pole of $\Gamma(s)$. On the other hand, $S_{2}$ corresponds to the sum of residues regarding the poles of $\Gamma\left(\mu_{1}-s\right)$ and $\Gamma\left(k \mu_{1}+\mu_{2}-k s\right)$.

$$
\begin{align*}
S_{1} & =\sum_{h=0}^{\infty} \lim _{s \rightarrow-h} \frac{\Gamma(s) \Gamma\left(\mu_{1}-s\right) \Gamma\left(k \mu_{1}+\mu_{2}-k s\right)}{(s+h)^{-1} \Gamma\left(1+\mu_{1}-s\right) z^{s}} \\
& =\sum_{h=0}^{\infty} \frac{z^{h} \Gamma\left(k\left(h+\mu_{1}\right)+\mu_{2}\right)}{(-1)^{h}\left(h+\mu_{1}\right) \Gamma(1+h)} . \tag{C.21}
\end{align*}
$$

Likewise, by using (C.18) and the condition for $k \geq 1$ into (C.19), the term $S_{2}$ can be expressed as

$$
\begin{align*}
S_{2} & =-\sum_{h=0}^{\infty} \lim _{s \rightarrow h+\mu_{1}} \frac{\Gamma(s) \Gamma\left(\mu_{1}-s\right) \Gamma\left(k \mu_{1}+\mu_{2}-k s\right)}{\left(s-h-\mu_{1}\right)^{-1} \Gamma\left(1+\mu_{1}-s\right) z^{s}}-\sum_{h=0}^{\infty} \lim _{s \rightarrow \frac{k \mu_{1}+\mu_{2}+h}{k}} \frac{\Gamma(s) \Gamma\left(\mu_{1}-s\right) \Gamma\left(k \mu_{1}+\mu_{2}-k s\right)}{\left(s-\frac{k \mu_{1}+\mu_{2}+h}{k}\right)^{-1} \Gamma\left(1+\mu_{1}-s\right) z^{s}} \\
& =\sum_{h=0}^{\infty} \frac{z^{-h-\mu_{1}} \Gamma\left(h+\mu_{1}\right) \Gamma\left(-h k+\mu_{2}\right)}{(-1)^{h-2} \Gamma(1-h) h!}+\sum_{h=0}^{\infty} \frac{z^{-\frac{h}{k}-\mu_{1}-\frac{\mu_{2}}{k}} \Gamma\left(\frac{-h-\mu_{2}}{k}\right) \Gamma\left(\frac{h+k \mu_{1}+\mu_{2}}{k}\right)}{(-1)^{h-2} \Gamma\left(\frac{-h+k-\mu_{2}}{k}\right) k h!} \tag{C.22}
\end{align*}
$$

By following a similar procedure as in the solution for $\mathrm{H}_{2}$, the series representation for $\mathrm{H}_{1}$ and $\mathrm{H}_{3}$ can be obtained as in (3.64) and (3.66), respectively.

## C. 3 MATHEMATICA IMPLEMENTATION FOR THE SINGLE FOX HFUNCTION

Tabla C.1: MATHEMATICA®IMPLEMENTATION OF THE FOX-H FUNCTION

```
(*H-Fox Function*)
Clear all;
FOX::InconsistentCoeffs = "Inconsistent coefficients!";
FOX[z_,a_,b_] := Module[{},
(*where "z" is the argument of the Fox H Function, "a" and "b" are the
cofficient sequences of Fox H Function defined as:
a= {{{\mp@subsup{a}{1}{},\mp@subsup{A}{1}{}},\ldots,{\mp@subsup{a}{n}{},\mp@subsup{A}{n}{}}},{{\mp@subsup{a}{n+1}{},\mp@subsup{A}{n+1}{}},\ldots,{\mp@subsup{a}{p}{},\mp@subsup{A}{p}{}}}}
b={{{\mp@subsup{b}{1}{},\mp@subsup{B}{1}{}},\ldots,{\mp@subsup{b}{m}{},\mp@subsup{B}{m}{\prime}}},{{\mp@subsup{b}{m+1}{},\mp@subsup{B}{m+1}{\prime}},\ldots,{\mp@subsup{b}{q}{},\mp@subsup{B}{q}{}}}}**)
(*Computation of }0(s)\mathrm{ , See Eq.(32) *)
Pa=Function[s,Product[Gamma[1-a[[1, n, 1]]-s a[[1, n, 2]]],{n,1,Length[a[[1]]]}]];
Pb=Function[s,Product[Gamma[b[[1,n,1]]+s b[[1,n,2]]],{n,1,Length[b[[1]]]}]];
Qa=Function[s,Product[Gamma[a[[2,n,1]]+s a[[2,n,2]]],{n,1,Length[a[[2]]]}]];
Qb=Function[s,Product[Gamma[1-b[[2,n,1]]-s b[[2,n,2]]],{n,1,Length[b[[2]]]}]];
Theta=Function[s,Pa[s]Pb[s]/Qa[s]/Qb[s]];
(*Countour limiters (Depends on numerator of 0(s))*)
var[Gamma[x_]]:=x;
var[Times[x_,y_]]:={var[Times[x]], var[Times[y]]};
RPoles=var[Pa[s]];
LPoles=var[Pb[s]];
ArrayPa=ConstantArray[0,Length[a[[1]]]];
ArrayPb=ConstantArray[0,Length[b[[1]]]];
If[Length[a[[1] ] ]=1,ArrayPa[[1]]=s/.Solve[RPoles==0, s],For[i=1,i<=Length[a[[1]]],
i++,ArrayPa[[i]]=s/.Solve[RPoles[[i]]==0,s]];];
If[Length[b[[1] ] ==1, ArrayPb[[1]]=s/.Solve[LPoles==0, s],For[j=1,j<=Length[b[[1] ]],
j++,ArrayPb [[j]]=s/.Solve[LPoles [[j]]==0,s]];];
(*Assignments*)
epsilon=Max[ArrayPb]+0.1;
R=Min [ArrayPa]-0.1;;
W=80;
(*Evaluation*)
Print["Numerical Integration:"];
value= =\frac{1}{2\piII}NIntegrate[Theta[s](z)
{s,epsilon-I W ,R-epsilon-I W,R-epsilon+I W ,epsilon+I W},
    MaxRecursion->55];
(*Returning back the value*)
Return[value];];
```


## D DERIVATION OF THE SECRECY METRICS FOR THE NWDP FADING MODEL

## D. 1 PROOFS OF PROPOSITION 6

## D.1.1 SOP

Substituting (4.1) into (2.5), this leads to

$$
\begin{align*}
\mathrm{SOP}= & \underbrace{\sum_{z_{\mathrm{B}}=0}^{\infty} C_{z_{\mathrm{B}}} \sum_{k_{\mathrm{B}}=0}^{z_{\mathrm{B}}} \frac{(-1)^{k_{\mathrm{B}}}}{k_{\mathrm{B}}!}\binom{z_{\mathrm{B}}}{k_{\mathrm{B}}} \frac{1}{\bar{\gamma}_{\mathrm{E}}} \sum_{z_{\mathrm{E}}=0}^{\infty} C_{z_{\mathrm{E}}}}_{C_{1}} \int_{0}^{\infty} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) L_{z_{\mathrm{E}}}\left(\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) \\
& \times \Upsilon\left(k_{\mathrm{B}}+1, \frac{\left(\tau \gamma_{\mathrm{E}}+\tau-1\right)}{\bar{\gamma}_{\mathrm{B}}}\right) d \gamma_{\mathrm{E}} . \tag{D.1}
\end{align*}
$$

Using the series representation of the incomplete lower function [168, Eq. (8.352.1)]

$$
\begin{equation*}
\Upsilon(1+n, x)=n!\left[1-\exp (-x)\left(\sum_{m=0}^{n} \frac{x^{m}}{m!}\right)\right] \tag{D.2}
\end{equation*}
$$

into (D.1), the SOP can be rewritten as

$$
\begin{align*}
\mathrm{SOP}= & \overbrace{C_{1} k_{\mathrm{B}}!\underbrace{\int_{0}^{\infty} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) L_{z_{\mathrm{E}}}\left(\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) d \gamma_{\mathrm{E}}}_{I_{1}}}^{T_{1}}-C_{1} k_{\mathrm{B}}!\sum_{q=0}^{k_{\mathrm{B}}} \frac{1}{q!}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}\right)^{q} \underbrace{\int_{0}^{\infty} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right)}_{I_{2}} \\
& \times \underbrace{L_{\mathrm{E}_{2}}}_{I_{n_{\mathrm{E}}}\left(\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) \exp \left(-\frac{\tau \gamma_{\mathrm{E}}+\tau-1}{\bar{\gamma}_{\mathrm{B}}}\right)\left(\tau \gamma_{\mathrm{E}}+\tau-1\right)^{q} d \gamma_{\mathrm{E}}} \tag{D.3}
\end{align*}
$$

Here, with the help of [168, Eq. (7.414.6)] the value of the integral $I_{1}$ is $\bar{\gamma}_{\mathrm{E}}$ when $z_{\mathrm{E}}=0$ or zero otherwise (i.e., $z_{\mathrm{E}} \neq 0$ ). In the former case, when $z_{\mathrm{B}} \rightarrow \infty$, the $T_{1}$ term can be approximated as

$$
\begin{equation*}
T_{1}=\sum_{z_{\mathrm{B}}=0}^{\infty} C_{z_{\mathrm{B}}} \sum_{k_{\mathrm{B}}=0}^{z_{\mathrm{B}}} \frac{(-1)^{k_{\mathrm{B}}}}{k_{\mathrm{B}}!}\binom{z_{\mathrm{B}}}{k_{\mathrm{B}}} \frac{1}{\bar{\gamma}_{\mathrm{E}}} \sum_{z_{\mathrm{E}}=0}^{\infty} C_{z_{\mathrm{E}}} k_{\mathrm{B}}!\bar{\gamma}_{\mathrm{E}} \approx 1 \tag{D.4}
\end{equation*}
$$

Next, by using [168, Eq. (1.111)]

$$
\begin{equation*}
(a+x)^{n}=\sum_{k=0}^{n}\binom{n}{k} x^{k} a^{n-k} \tag{D.5}
\end{equation*}
$$

into (D.3), $I_{2}$ can be expressed as

$$
\begin{equation*}
I_{2}=\sum_{a=0}^{q}\binom{q}{a}(\tau-1)^{q-a} \tau^{a} \exp \left(-\frac{\tau-1}{\bar{\gamma}_{\mathrm{B}}}\right) \underbrace{\int_{0}^{\infty} L_{z_{\mathrm{E}}}\left(\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) \gamma_{\mathrm{E}}^{a} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}-\frac{\tau \gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{B}}}\right) d \gamma_{\mathrm{E}}}_{I_{3}} . \tag{D.6}
\end{equation*}
$$

Then, by solving $I_{3}$ with the help of [168, Eq. (7.414.7)]

$$
\begin{equation*}
\int_{0}^{\infty} \exp (-s t) t^{\beta} L_{n}^{\alpha}(t) d t=\frac{\Gamma(\beta+1) \Gamma(\alpha+n+1)}{n!\Gamma(\alpha+1)} s^{-\beta-1}{ }_{2} F_{1}\left(-n, \beta+1 ; \alpha+1 ; \frac{1}{s}\right) \tag{D.7}
\end{equation*}
$$

the $I_{3}$ term is solved as

$$
\begin{equation*}
I_{3}=\left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}+\frac{\tau}{\bar{\gamma}_{\mathrm{B}}}\right)^{-1-a} \Gamma(1+a)_{2} F_{1}\left(1+a,-z_{\mathrm{E}}, 1, \frac{\bar{\gamma}_{\mathrm{B}}}{\bar{\gamma}_{\mathrm{B}}+\bar{\gamma}_{\mathrm{E}} \tau}\right) \tag{D.8}
\end{equation*}
$$

Finally, by combining (D.3) to (D.8), the SOP can be formulated as in (4.4), which concludes the proof.

## D.1.2 $\mathrm{SOP}_{\mathrm{A}}$

Substituting (4.1) into (2.6), this leads to

$$
\begin{equation*}
\mathrm{SOP}_{\mathrm{A}}=\underbrace{\sum_{z_{\mathrm{B}}=0}^{\infty} C_{z_{\mathrm{B}}} \sum_{k_{\mathrm{B}}=0}^{z_{\mathrm{B}}} \frac{(-1)^{k_{\mathrm{B}}}}{k_{\mathrm{B}}!}\binom{z_{\mathrm{B}}}{k_{\mathrm{B}}} \frac{1}{\bar{\gamma}_{\mathrm{E}}} \sum_{z_{\mathrm{E}}=0}^{\infty} C_{z_{\mathrm{E}}}}_{C_{1}} \int_{0}^{\infty} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) L_{z_{\mathrm{E}}}\left(\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) \Upsilon\left(k_{\mathrm{B}}+1, \frac{\tau \gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{B}}}\right) d \gamma_{\mathrm{E}} \tag{D.9}
\end{equation*}
$$

Again, by using (D.2) into (D.9), the $\mathrm{SOP}_{\mathrm{A}}$ can be reformulated as

$$
\begin{align*}
\mathrm{SOP}_{\mathrm{A}}= & \overbrace{C_{1} k_{\mathrm{B}}!\underbrace{\int_{0}^{\infty} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) L_{z_{\mathrm{E}}}\left(\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) d \gamma_{\mathrm{E}}}_{I_{4}}}^{T_{2}}-C_{1} k_{\mathrm{B}}!\sum_{q=0}^{k_{\mathrm{B}}} \frac{1}{q!}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}\right)^{q} \tau^{q} \underbrace{\int_{0}^{\infty} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right)}_{I_{5}} \\
& \times \underbrace{L_{z_{\mathrm{E}}}\left(\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) \exp \left(-\frac{\tau \gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{B}}}\right) \gamma_{\mathrm{E}}^{q} d \gamma_{\mathrm{E}} .}_{I_{5}} \tag{D.10}
\end{align*}
$$

Here, note that $I_{4}$ is equivalent to $I_{1}$. Therefore, the $T_{2}$ term of the $\mathrm{SOP}_{\mathrm{A}}$ (i.e., $C_{1} k_{\mathrm{B}}!\bar{\gamma}_{\mathrm{E}}$ ) can be approximated to unity, as discussed in the previous proof. On the other hand, by using [168,

Eq. (7.414.7)], $I_{5}$ can be solved in closed-form fashion as

$$
\begin{equation*}
I_{5}=\left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}+\frac{\tau}{\bar{\gamma}_{\mathrm{B}}}\right)^{-1-q} \Gamma(1+q)_{2} F_{1}\left(-z_{\mathrm{E}}, 1+q, 1, \frac{\bar{\gamma}_{\mathrm{B}}}{\bar{\gamma}_{\mathrm{B}}+\bar{\gamma}_{\mathrm{E}} \tau}\right) \tag{D.11}
\end{equation*}
$$

Finally, by replacing (D.11) and (D.10), the $\mathrm{SOP}_{\mathrm{A}}$ is reached as in (4.5), which completes the proof.
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## D.2.1 SOP $^{\infty}$

In the following, two approaches are used to calculate the asymptotic SOP.

## D.2.1.1 Keeping $\bar{\gamma}_{\mathrm{E}}$ Fixed and $\bar{\gamma}_{\mathrm{B}} \rightarrow \infty$ (Approach I)

In order to approximate (4.1b) as $\bar{\gamma}_{\mathrm{B}} \rightarrow \infty$, the following relationship is employed for the lower incomplete gamma function $\Upsilon(a, x) \simeq x^{s} / s$ as $x \rightarrow 0$. Therefore, (4.1b) can be asymptotically expressed by

$$
\begin{equation*}
F_{\mathrm{B}}\left(\gamma_{\mathrm{B}}\right) \simeq \sum_{z_{\mathrm{B}}=0}^{\infty} C_{z_{\mathrm{B}}} \sum_{k_{\mathrm{B}}=0}^{z_{\mathrm{B}}} \frac{(-1)^{k_{\mathrm{B}}}}{\left(k_{\mathrm{B}}+1\right)!}\binom{z_{\mathrm{B}}}{k_{\mathrm{B}}}\left(\frac{\gamma_{\mathrm{B}}}{\bar{\gamma}_{\mathrm{B}}}\right)^{k_{\mathrm{B}}+1} \tag{D.12}
\end{equation*}
$$

Substituting (D.12) and (4.1a) into (2.6), it follows that

$$
\begin{align*}
\mathrm{SOP}^{\infty} \simeq & \sum_{z_{\mathrm{B}}=0}^{\infty} C_{z_{\mathrm{B}}} \sum_{k_{\mathrm{B}}=0}^{z_{\mathrm{B}}} \frac{(-1)^{k_{\mathrm{B}}}}{\left(k_{\mathrm{B}}+1\right)!}\binom{z_{\mathrm{B}}}{k_{\mathrm{B}}}\left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)\left(\frac{\tau}{\bar{\gamma}_{\mathrm{B}}}\right)^{k_{\mathrm{B}}+1} \\
& \times \sum_{z_{\mathrm{E}}=0}^{\infty} C_{z_{\mathrm{E}}} \underbrace{\int_{0}^{\infty} \gamma_{\mathrm{E}}^{k_{\mathrm{B}}+1} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) L_{z_{\mathrm{E}}}\left(\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) d \gamma_{\mathrm{E}}}_{I_{6}} \tag{D.13}
\end{align*}
$$

Next, with the aid of (D.7) to solve $I_{6}$ in (D.13), the asymptotic SOP can be expressed as in (4.6), which concludes the proof.

## D.2.1.2 Keeping $\bar{\gamma}_{\mathrm{E}}$ Fixed and $\bar{\gamma}_{\mathrm{B}} \rightarrow \infty$ (Approach II)

From [174, Eq. (10)], (4.1b) can be asymptotically formulated as

$$
\begin{equation*}
F_{\mathrm{B}}\left(\gamma_{\mathrm{B}}\right) \simeq \frac{K_{\mathrm{N}_{\mathrm{B}}}+1}{\bar{\gamma}_{\mathrm{B}}} \gamma_{\mathrm{B}} \mathbb{E}_{P_{\mathrm{N}_{\mathrm{B}}}}\left[\exp \left(-\frac{P_{\mathrm{N}_{\mathrm{B}}}}{\Omega_{\mathrm{B}}}\right)\right] \tag{D.14}
\end{equation*}
$$

where $P_{\mathrm{N}_{\mathrm{B}}}$ is given as in [174, Eq. (6)] by

$$
\begin{align*}
P_{\mathrm{N}_{\mathrm{B}}} & =\Omega_{\mathrm{N}_{\mathrm{B}}}+2 \sum_{\Delta_{\mathrm{N}_{\mathrm{B}}}} V_{l, \mathrm{~B}} V_{s, \mathrm{~B}} \cos \left(\theta_{l, \mathrm{~B}}-\theta_{s, \mathrm{~B}}\right) \\
& =\Omega_{\mathrm{N}_{\mathrm{B}}}+2 f(\theta) \tag{D.15}
\end{align*}
$$

with $\left\{(l, s): l<s, l=1 \ldots \mathrm{~N}_{\mathrm{B}}-1, s=2 \ldots \mathrm{~N}_{\mathrm{B}}\right\}$. Now, using [20, Eq. (44)]

$$
\begin{equation*}
L_{n}^{\beta}(t)=\sum_{i=0}^{n}(-1)^{i}\binom{n+\beta}{n-i} \frac{t^{i}}{i!} \tag{D.16}
\end{equation*}
$$

to expand the Laguerre polynomial in (4.1a), it follows that

$$
\begin{equation*}
f_{\mathrm{E}}\left(\gamma_{\mathrm{E}}\right)=\frac{1}{\bar{\gamma}_{\mathrm{E}}} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) \sum_{z_{\mathrm{E}}=0}^{\infty} C_{z_{\mathrm{E}}} \sum_{h=0}^{z_{\mathrm{E}}} \frac{(-1)^{h}}{h!}\binom{z_{\mathrm{E}}}{z_{\mathrm{E}}-h}\left(\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right)^{h} . \tag{D.17}
\end{equation*}
$$

Next, by substituting (D.17) and (D.14) into (2.6), this gets to

$$
\begin{align*}
\mathrm{SOP}^{\infty} \simeq & \frac{K_{\mathrm{N}_{\mathrm{B}}}+1}{\bar{\gamma}_{\mathrm{B}}} \exp \left(-K_{\mathrm{N}_{\mathrm{B}}}\right) \mathbb{E}_{\theta}\left[\exp \left(-\frac{2 f(\theta)}{\Omega_{\mathrm{B}}}\right)\right]\left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)^{h+1} \sum_{z_{\mathrm{E}}=0}^{\infty} C_{z_{\mathrm{E}}} \sum_{h=0}^{z_{\mathrm{E}}} \frac{(-1)^{h}}{h!}\binom{z_{\mathrm{E}}}{z_{\mathrm{E}}-h} \\
& \times \underbrace{\int_{0}^{\infty} \gamma_{\mathrm{E}}^{h}\left(\tau \gamma_{\mathrm{E}}+\tau-1\right) \exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) d \gamma_{\mathrm{E}}}_{I_{7}} \tag{D.18}
\end{align*}
$$

Finally, by using [168, Eq. (3.351.3)]

$$
\begin{equation*}
\int_{0}^{\infty} x^{n} \exp (-\mu x) d x=\Gamma(n+1) \mu^{-n-1} \tag{D.19}
\end{equation*}
$$

to solve $I_{7}$, the asymptotic SOP is attained as in (4.7). This completes the proof.
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Firstly, (4.1a) can be rewritten as

$$
\begin{equation*}
f_{i}\left(\gamma_{i}\right)=\frac{1}{\bar{\gamma}_{i}} \exp \left(-\frac{\gamma_{i}}{\bar{\gamma}_{i}}\right)\left(C_{0} L_{0}\left(\frac{\gamma_{i}}{\bar{\gamma}_{i}}\right)+\sum_{z_{i}=1}^{\infty} C_{z_{i}} L_{z_{i}}\left(\frac{\gamma_{i}}{\bar{\gamma}_{i}}\right)\right) \tag{D.20}
\end{equation*}
$$

Here, by using the identity $L_{0}^{\beta}(x)=1$ [168, Eq. (8.97.3)] and obtaining $C_{0}$ term from (4.3), (D.20) can be expressed by

$$
\begin{equation*}
f_{i}\left(\gamma_{i}\right)=\frac{1}{\bar{\gamma}_{i}} \exp \left(-\frac{\gamma_{i}}{\bar{\gamma}_{i}}\right)\left(1+\sum_{z_{i}=1}^{\infty} C_{z_{i}} L_{z_{i}}\left(\frac{\gamma_{i}}{\bar{\gamma}_{i}}\right)\right) . \tag{D.21}
\end{equation*}
$$

Next, plugging (D.21) for $i=\mathrm{B}$ into (2.10), it follows that

$$
\begin{equation*}
\bar{C}_{\mathrm{B}}=\frac{1}{\bar{\gamma}_{\mathrm{B}} \ln 2}[\underbrace{\int_{0}^{\infty} \ln \left(1+\gamma_{\mathrm{B}}\right) \exp \left(-\frac{\gamma_{\mathrm{B}}}{\bar{\gamma}_{\mathrm{B}}}\right) d \gamma_{\mathrm{B}}}_{I_{8}}+\sum_{z_{\mathrm{B}}=1}^{\infty} C_{z_{\mathrm{B}}} \underbrace{\int_{0}^{\infty} \ln \left(1+\gamma_{\mathrm{B}}\right) \exp \left(-\frac{\gamma_{\mathrm{B}}}{\bar{\gamma}_{\mathrm{B}}}\right) L_{z_{\mathrm{B}}}\left(\frac{\gamma_{\mathrm{B}}}{\bar{\gamma}_{\mathrm{B}}}\right) d \gamma_{\mathrm{B}}}_{I_{9}}] . \tag{D.22}
\end{equation*}
$$

Employing the identities [168, Eq. (4.337.2)], [175, Eq. (2.19.6.5)]

$$
\begin{gather*}
\int_{0}^{\infty} \exp (-\mu x) \ln (1+\beta x) d x=\frac{1}{\mu} \exp \left(\frac{\mu}{\beta}\right) \mathrm{E}_{1}\left(\frac{\mu}{\beta}\right)  \tag{D.23a}\\
\int_{0}^{\infty} \exp (-\mu x) \ln (1+x) L_{z}(\mu x) d x=-\Gamma(z) U(1+z, 2, c) . \tag{D.23b}
\end{gather*}
$$

the integrals in $I_{8}$, and $I_{9}$ can be solved in closed-form fashion, respectively. Next, for convenience, (4.1b) is expanded as

$$
\begin{equation*}
F_{i}\left(\gamma_{i}\right)=\overbrace{C_{0} \Upsilon\left(1, \frac{\gamma_{i}}{\bar{\gamma}_{i}}\right)}^{T_{3}}+\sum_{z_{i}=1}^{\infty} C_{z_{i}} \sum_{k_{i}=0}^{z_{i}} \frac{(-1)^{k_{i}}}{k_{i}!}\binom{z_{i}}{k_{i}} \Upsilon\left(k_{i}+1, \frac{\gamma_{i}}{\bar{\gamma}_{i}}\right) . \tag{D.24}
\end{equation*}
$$

Here, by substituting $z_{i}=0$ into (4.3), it follows that $C_{0}=1$. Then, by replacing the lower incomplete gamma function, i.e., $\Upsilon(\cdot, \cdot)$ in $T_{3}$ by its series representation given in (D.2), (D.24) can be rewritten as

$$
\begin{equation*}
F_{i}\left(\gamma_{i}\right)=1-\exp \left(-\frac{\gamma_{i}}{\bar{\gamma}_{i}}\right)+\sum_{z_{i}=1}^{\infty} C_{z_{i}} \sum_{k_{i}=0}^{z_{i}} \frac{(-1)^{k_{i}}}{k_{i}!}\binom{z_{i}}{k_{i}} \Upsilon\left(k_{i}+1, \frac{\gamma_{i}}{\bar{\gamma}_{i}}\right) \tag{D.25}
\end{equation*}
$$

Substituting (D.25) for $i \in\{\mathrm{~B}, \mathrm{E}\}$ into (2.11), it follows that

$$
\begin{align*}
\mathcal{L}\left(\bar{\gamma}_{\mathrm{B}}, \bar{\gamma}_{\mathrm{E}}\right)= & \frac{1}{\ln 2}[\underbrace{\int_{0}^{\infty} \frac{\exp \left(-\gamma_{\mathrm{E}}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}+\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)\right)}{\left(1+\gamma_{\mathrm{E}}\right)} d \gamma_{\mathrm{E}}}_{I_{10}}-\sum_{z_{\mathrm{E}}=1}^{\infty} C_{z_{\mathrm{E}}} \sum_{k_{\mathrm{E}}=0}^{z_{\mathrm{E}}} \frac{(-1)^{k_{\mathrm{E}}}}{k_{\mathrm{E}}!}\binom{z_{\mathrm{E}}}{k_{\mathrm{E}}} \underbrace{\int_{0}^{\infty} \frac{\exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{B}}}\right)}{\left(1+\gamma_{\mathrm{E}}\right)}}_{I_{11}} \\
& \times \underbrace{\Upsilon\left(k_{\mathrm{E}}+1, \frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) d \gamma_{\mathrm{E}}}_{I_{11}}-\sum_{z_{\mathrm{B}}=1}^{\infty} C_{z_{\mathrm{B}}} \sum_{k_{\mathrm{B}}=0}^{z_{\mathrm{B}}}\binom{z_{\mathrm{B}}}{k_{\mathrm{B}}} \frac{(-1)^{k_{\mathrm{B}}}}{k_{\mathrm{B}}!} \underbrace{\int_{0}^{\infty} \frac{\exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right)}{\left(1+\gamma_{\mathrm{E}}\right)} \Upsilon\left(k_{\mathrm{B}}+1, \frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{B}}}\right) d \gamma_{\mathrm{E}}}_{I_{13}} \\
& +\sum_{z_{\mathrm{B}}=1}^{\sum_{z_{\mathrm{B}}}^{\infty} \sum_{k_{\mathrm{B}}=0}^{z_{\mathrm{B}}} \frac{(-1)^{k_{\mathrm{B}}}}{k_{\mathrm{B}}!}\binom{z_{\mathrm{B}}}{k_{\mathrm{B}}} \sum_{z_{\mathrm{E}}=1}^{\infty} C_{z_{\mathrm{E}}} \sum_{k_{\mathrm{E}}=0}^{z_{\mathrm{E}}} \frac{(-1)^{k_{\mathrm{E}}}}{k_{\mathrm{E}}!}}\binom{z_{\mathrm{E}}}{k_{\mathrm{E}}} \underbrace{\int_{0}^{\infty} \frac{1}{\left(1+\gamma_{\mathrm{E}}\right)} \Upsilon\left(k_{\mathrm{B}}+1, \frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{B}}}\right)}_{I_{13}} \\
& \times \underbrace{\Upsilon\left(k_{\mathrm{E}}+1, \frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) d \gamma_{\mathrm{E}}}_{\text {(D.26) }}] . \tag{D.26}
\end{align*}
$$

With the help of [168, Eq. (3.352.4)]

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\exp (-\mu x)}{x+\beta} d x=\exp (\mu \beta) \mathrm{E}_{1}(\mu \beta) \tag{D.27}
\end{equation*}
$$

the integral $I_{10}$ in (D.26) can be solved straightforwardly. Then, by using (D.2) to expand the lower incomplete gamma function in $I_{11}$, this yields

$$
\begin{equation*}
I_{11}=k_{\mathrm{E}}!\underbrace{\int_{0}^{\infty} \frac{\exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{B}}}\right)}{\left(1+\gamma_{\mathrm{E}}\right)} d \gamma_{\mathrm{E}}}_{I_{14}}-k_{\mathrm{E}}!\sum_{w=0}^{k_{\mathrm{E}}} \frac{1}{w!}\left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)^{w} \underbrace{\int_{0}^{\infty} \frac{\gamma_{\mathrm{E}}^{w} \exp \left(-\gamma_{\mathrm{E}}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}+\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)\right)}{\left(1+\gamma_{\mathrm{E}}\right)} d \gamma_{\mathrm{E}}}_{I_{15}} \tag{D.28}
\end{equation*}
$$

Here, it is used (D.27), and [168, Eq. (3.353.5)], so

$$
\begin{equation*}
\int_{0}^{\infty} \frac{x^{k} \exp (-\mu x)}{1+x} d x=\exp (\mu) \Gamma(1+k) \Gamma(-k, \mu) \tag{D.29}
\end{equation*}
$$

to solve $I_{14}$, and $I_{15}$, respectively. Again, by expanding the lower incomplete gamma function in $I_{12}$ with the use of (D.2), this yields

$$
\begin{equation*}
I_{12}=k_{\mathrm{B}}!\underbrace{\int_{0}^{\infty} \frac{\exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right)}{\left(1+\gamma_{\mathrm{E}}\right)} d \gamma_{\mathrm{E}}}_{I_{16}}-k_{\mathrm{B}}!\sum_{d=0}^{k_{\mathrm{B}}} \frac{1}{d!}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}\right)^{d} \underbrace{\int_{0}^{\infty} \frac{\gamma_{\mathrm{E}}^{d} \exp \left(-\gamma_{\mathrm{E}}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}+\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)\right)}{\left(1+\gamma_{\mathrm{E}}\right)} d \gamma_{\mathrm{E}}}_{I_{17}} \tag{D.30}
\end{equation*}
$$

By using (D.27), and (D.29), both $I_{16}$, and $I_{17}$ can be evaluated in closed-form fashion, respectively. Now, to find a closed-form solution of $I_{13}$ in (D.26), a series expansion of $\Upsilon(\cdot, \cdot)$ [176, Eq. (8.5.1)] is employed, so

$$
\begin{equation*}
\Upsilon(a, z)=a^{-1} z^{a}{ }_{1} F_{1}(1,1+a, z) . \tag{D.31}
\end{equation*}
$$

For convenience, ${ }_{1} F_{1}(\cdot, \cdot, \cdot)$ in (D.31) is expressed as [176, Eq. (13.2.2)]

$$
\begin{equation*}
{ }_{1} F_{1}(a, b, z)=\sum_{s=0}^{\infty} \frac{(a)_{s}}{(b)_{s} s!} z^{s} . \tag{D.32}
\end{equation*}
$$

Next, by substituting (D.31) and (D.32) into (D.26), $I_{13}$ can be rewritten as

$$
\begin{align*}
I_{13}= & \frac{\left(k_{\mathrm{E}}+1\right)^{-1}}{\left(k_{\mathrm{B}}+1\right)}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}\right)^{k_{\mathrm{B}}+1}\left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)^{k_{\mathrm{E}}+1} \sum_{g=0}^{\infty} \frac{(1)_{g}}{g!\left(k_{\mathrm{B}}+2\right)_{g}}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}\right)^{g} \sum_{c=0}^{\infty} \frac{(1)_{c}}{c!\left(k_{\mathrm{E}}+2\right)_{c}} \\
& \times\left(\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)^{c} \underbrace{\int_{0}^{\infty} \frac{\gamma_{\mathrm{E}}^{k_{\mathrm{B}}+k_{\mathrm{E}}+g+c+2}}{1+\gamma_{\mathrm{E}}} \exp \left(-\gamma_{\mathrm{E}}\left(\frac{1}{\bar{\gamma}_{\mathrm{B}}}+\frac{1}{\bar{\gamma}_{\mathrm{E}}}\right)\right) d \gamma_{\mathrm{E}}}_{I_{18}} . \tag{D.33}
\end{align*}
$$

Similar to the evaluation of $I_{17}$, (D.29) is used to calculate $I_{18}$. Finally, by combining (D.22) and (D.26) with the respective substitutions, the ASC can be formulated as in (4.9), which concludes the proof.
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From [20, Eq. (26)], the $n$-th moment of the NWDP model is given by

$$
\begin{equation*}
\mathbb{E}\left[\gamma_{\mathrm{B}}^{g}\right]=\bar{\gamma}_{\mathrm{B}}^{g} \Gamma(1+g) \sum_{z_{\mathrm{B}}=0}^{\infty} C_{z_{\mathrm{B}} 2} F_{1}\left(-C_{z_{\mathrm{B}}}, g+1 ; 1 ; 1\right), \tag{D.34}
\end{equation*}
$$

where for convenience in our analysis, the series representation of ${ }_{2} F_{1}(\cdot, \cdot ; \cdot ; \cdot)$ [149, Eq. (15.1.1)] is used, so

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ; z)=\sum_{s=0}^{\infty} \frac{(a)_{s}}{(b)_{s} s!} z^{s} . \tag{D.35}
\end{equation*}
$$

Next, by plugging (D.34) into (2.15), the normalized moments of the $\mathrm{RV} \gamma_{\mathrm{B}}$ is expressed by

$$
\begin{equation*}
\mathcal{M}(\mu)=\Gamma(1+\mu) \sum_{z_{\mathrm{B}}=0}^{\infty} C_{z_{\mathrm{B}}} \sum_{b=0}^{\infty} \frac{\left(-z_{\mathrm{B}}\right)_{b}(\mu+1)_{b}}{b!(1)_{b}} \tag{D.36}
\end{equation*}
$$

Here, taking the derivative of (D.36) with respect to $g$, and setting $g$ equal to zero, it follows that

$$
\begin{equation*}
\left.\frac{d \mathcal{M}(g)}{d g}\right|_{g=0}=\sum_{z_{\mathrm{B}}=0}^{\infty} C_{z_{\mathrm{B}}} \sum_{b=0}^{\infty} \frac{\left(-z_{\mathrm{B}}\right)_{b}}{b!} \psi(1+b) \tag{D.37}
\end{equation*}
$$

Then, by replacing (D.37) into (2.13), $\bar{C}_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}} \rightarrow \infty$ can be formulated in a simple form as

$$
\begin{equation*}
\bar{C}_{\mathrm{B}}^{\bar{\gamma}_{\mathrm{B}} \rightarrow \infty}=\log _{2}\left(\bar{\gamma}_{\mathrm{B}}\right)+\log _{2}(e) \sum_{z_{\mathrm{B}}=0}^{\infty} C_{z_{\mathrm{B}}} \sum_{b=0}^{\infty} \frac{\left(-z_{\mathrm{B}}\right)_{b}}{b!} \psi(1+b) \tag{D.38}
\end{equation*}
$$

Now, by substituting (D.21) for $i=\mathrm{E}$ into (2.10), it gets to

$$
\begin{equation*}
\bar{C}_{\mathrm{E}}=\frac{1}{\ln 2 \bar{\gamma}_{\mathrm{E}}}(\underbrace{\int_{0}^{\infty} \ln \left(1+\gamma_{\mathrm{E}}\right) \exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) d \gamma_{\mathrm{E}}}_{I_{19}}+\sum_{z_{\mathrm{E}}=1}^{\infty} C_{z_{\mathrm{E}}} \underbrace{\int_{0}^{\infty} \ln \left(1+\gamma_{\mathrm{E}}\right) \exp \left(-\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) L_{z_{\mathrm{E}}}\left(\frac{\gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right) d \gamma_{\mathrm{E}} \cdot}_{I_{20}}) \tag{D.39}
\end{equation*}
$$

Next using (D.23a) and (D.23b) to solve $I_{19}$ and $I_{20}, \bar{C}_{\mathrm{E}}$ can be obtained in a simple way. Finally, by plugging (D.38) and (D.39) into (2.12), the asymptotic ASC is attained as in (4.10). This completes the proof.

## E DERIVATION OF THE SECRECY METRICS FOR THE $\kappa$ $\mu$ SHADOWED FADING MODEL

## E. 1 PROOF OF PROPOSITION 10

Since the MRC receiver scheme is employed in the system configuration, the instantaneous SNR at Bob can be expressed as

$$
\begin{equation*}
\gamma_{\mathrm{B}}=\sum_{l=1}^{N_{\mathrm{B}}} \gamma_{k^{*}, l} \tag{E.1}
\end{equation*}
$$

Now, using (5.7), the CDF of $\gamma_{\mathrm{B}}$ can be formulated as

$$
\begin{equation*}
F_{\gamma_{\mathrm{B}}}\left(\gamma_{\mathrm{B}}\right)=\left(F_{\gamma_{1}}\left(\gamma_{\mathrm{B}}\right)\right)^{N_{\mathrm{A}}} \tag{E.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{1}=\sum_{l=1}^{N_{\mathrm{B}}} \gamma_{k, l} \tag{E.3}
\end{equation*}
$$

with $\gamma_{k, l}$ denoting the instantaneous received SNR of the link between a single transmitting $k$-th antenna at Alice and the $l$-th receive antenna at Bob. In dealing with i.i.d. channels, the CDF of $\gamma_{1}$ can be obtained by following the same methodology used for (5.11), and (5.12), i.e.,

$$
\begin{equation*}
\sum_{l=1}^{N_{\mathrm{B}}} \gamma_{k, l}\left(\bar{\gamma}_{\mathrm{B}}, \kappa_{\mathrm{B}}, \mu_{\mathrm{B}}, m_{\mathrm{B}}\right)=\gamma_{1}\left(N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}, \kappa_{\mathrm{B}}, N_{\mathrm{B}} \mu_{\mathrm{B}}, N_{\mathrm{B}} m_{\mathrm{B}}\right) \tag{E.4}
\end{equation*}
$$

Based on (E.4), by substituting $\bar{\gamma}, \mu, m$, and $\kappa$ by $N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}, N_{\mathrm{B}} \mu_{\mathrm{B}}, N_{\mathrm{B}} m_{\mathrm{B}}$, and $\kappa_{\mathrm{B}}$, respectively into (5.1b) and (5.2b), so the resulting CDFs of $\gamma_{1}$ are given by
$\square$ If $m_{\mathrm{B}}<\mu_{\mathrm{B}}$

$$
\begin{equation*}
F_{\gamma_{1}}\left(\gamma_{\mathrm{B}}\right)=1-\sum_{j=1}^{\eta_{\mathrm{B}}} A_{1, j}^{\mathrm{B}} \exp \left(-\frac{\gamma_{\mathrm{B}}}{\Delta_{1}^{\mathrm{B}}} \sum_{r=0}^{\eta_{\mathrm{B}}-j} \frac{1}{r!}\left(\frac{\gamma_{\mathrm{B}}}{\Delta_{1}^{\mathrm{B}}}\right)^{r}-\sum_{j=1}^{\nu_{\mathrm{B}}} A_{2, j}^{\mathrm{B}} \exp \left(-\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-j} \sum_{r=0} \frac{1}{r!}\left(\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)^{r},\right. \tag{E.5}
\end{equation*}
$$

where $\eta_{\mathrm{B}}=N_{\mathrm{B}}\left(\mu_{\mathrm{B}}-m_{\mathrm{B}}\right)$, and $\nu_{\mathrm{B}}=N_{\mathrm{B}} m_{\mathrm{B}}$.

ㄱ If $m_{\mathrm{B}} \geq \mu_{\mathrm{B}}$

$$
\begin{equation*}
F_{\gamma_{1}}\left(\gamma_{\mathrm{B}}\right)=1-\sum_{j=0}^{\beta_{\mathrm{B}}} B_{j}^{\mathrm{B}} \exp \left(-\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-j-1} \sum_{r=0} \frac{1}{r!}\left(\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)^{r}, \tag{E.6}
\end{equation*}
$$

where $\beta_{\mathrm{B}}=N_{\mathrm{B}}\left(m_{\mathrm{B}}-\mu_{\mathrm{B}}\right)$. However, the resulting CDFs in (E.5) and (E.6) become intractable in developing (E.2), if not impossible. Therefore, such CDFs of $\gamma_{1}$ are reformulated from its original forms to equivalent expressions by changing the indices of the sums and rearranging some of the terms, so, this yields
$\square$ If $m_{\mathrm{B}}<\mu_{\mathrm{B}}$
$F_{\gamma_{1}}\left(\gamma_{\mathrm{B}}\right)=1-\sum_{j=1}^{\eta_{\mathrm{B}}}\left(\frac{\gamma_{\mathrm{B}}}{\Delta_{1}^{\mathrm{B}}}\right)^{\eta_{\mathrm{B}}-j} \frac{\exp \left(-\frac{\gamma_{\mathrm{B}}}{\Delta_{1}^{\mathrm{B}}}\right)}{\left(\eta_{\mathrm{B}}-j\right)!} \sum_{z=\eta_{\mathrm{B}}+1-j}^{\eta_{\mathrm{B}}} A_{1, \eta_{\mathrm{B}}+1-z}^{\mathrm{B}}-\sum_{j=1}^{\nu_{\mathrm{B}}}\left(\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-j} \frac{\exp \left(-\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)}{\left(\nu_{\mathrm{B}}-j\right)!} \sum_{z=\nu+1-j}^{\nu} A_{2, \nu_{\mathrm{B}}+1-z}^{\mathrm{B}}$,
where $\eta_{\mathrm{B}}=N_{\mathrm{B}}\left(\mu_{\mathrm{B}}-m_{\mathrm{B}}\right)$, and $\nu_{\mathrm{B}}=N_{\mathrm{B}} m_{\mathrm{B}}$.
$\square$ If $m_{\mathrm{B}} \geq \mu_{\mathrm{B}}$

$$
\begin{equation*}
F_{\gamma_{1}}\left(\gamma_{\mathrm{B}}\right)=1-\sum_{j=0}^{\nu_{\mathrm{B}}-1}\left(\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-1-j} \frac{\exp \left(-\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)}{\left(\nu_{\mathrm{B}}-1-j\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}-z}^{\mathrm{B}}, \tag{E.8}
\end{equation*}
$$

where $\beta_{\mathrm{B}}=N_{\mathrm{B}}\left(m_{\mathrm{B}}-\mu_{\mathrm{B}}\right)$, the coefficients marked with superscripts B (e.g., $\Delta_{1}^{\mathrm{B}}$ ) are associated to the fading parameters at Bob, and

$$
\mathcal{T}(j)= \begin{cases}j+1, & \text { for } 0 \leq j \leq \beta_{\mathrm{B}} \\ \beta_{\mathrm{B}}+1, & \text { otherwise }\end{cases}
$$

It is worth mentioning that the CDFs in (E.5) for $m_{\mathrm{B}}<\mu_{\mathrm{B}}$ and (E.6) for $m_{\mathrm{B}} \geq \mu_{\mathrm{B}}$ are equivalent to (E.7) and (E.8), respectively. However, unlike (E.5) and (E.6), the CDFs given in (E.7) and (E.8) are mathematically tractable to perform the multinomial expansion in (E.2). In what follows, with the help of (E.7) and (E.8), the CDF of $\gamma_{\mathrm{B}}$ given in (E.2) is derived for $m_{\mathrm{B}}<\mu_{\mathrm{B}}$ and $m_{\mathrm{B}} \geq \mu_{\mathrm{B}}$.

Substituting (E.7) into (E.2), we get

$$
\begin{align*}
F_{\gamma_{\mathrm{B}}}\left(\gamma_{\mathrm{B}}\right)= & \left(1-\left(\sum_{j=1}^{\eta_{\mathrm{B}}}\left(\frac{\gamma_{\mathrm{B}}}{\Delta_{1}^{\mathrm{B}}}\right)^{\eta_{\mathrm{B}}-j} \frac{\exp \left(-\frac{\gamma_{\mathrm{B}}}{\Delta_{1}^{\mathrm{B}}}\right)}{\left(\eta_{\mathrm{B}}-j\right)!} \sum_{z=\eta_{\mathrm{B}}+1-j}^{\eta_{\mathrm{B}}} A_{1, \eta_{\mathrm{B}}+1-z}^{\mathrm{B}}\right.\right. \\
& \left.\left.-\sum_{j=1}^{\nu_{\mathrm{B}}}\left(\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-j} \frac{\exp \left(-\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)}{\left(\nu_{\mathrm{B}}-j\right)!} \sum_{z=\nu+1-j}^{\nu} A_{2, \nu_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)\right)^{N_{\mathrm{A}}} . \tag{E.9}
\end{align*}
$$

Next, by applying the binomial expansion (D.5) twice in (E.9), this yields

$$
\begin{align*}
F_{\gamma_{\mathrm{B}}}\left(\gamma_{\mathrm{B}}\right)= & \sum_{k=0}^{N_{\mathrm{A}}}(-1)^{k}\binom{N_{\mathrm{A}}}{k} \sum_{c=0}^{k}\binom{k}{c} \underbrace{\left(\sum_{j=1}^{\eta_{\mathrm{B}}}\left(\frac{\gamma_{\mathrm{B}}}{\Delta_{1}^{\mathrm{B}}}\right)^{\eta_{\mathrm{B}}-j} \frac{\exp \left(-\frac{\gamma_{\mathrm{B}}}{\Delta_{1}^{\mathrm{B}}}\right)}{\left(\eta_{\mathrm{B}}-j\right)!} \sum_{z=\eta_{\mathrm{B}}+1-j}^{\eta_{\mathrm{B}}} A_{1, \eta_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{k-c}}_{T_{1}} \\
& \times \underbrace{\left(\sum_{j=1}^{\nu_{\mathrm{B}}}\left(\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-j} \frac{\exp \left(-\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)}{\left(\nu_{\mathrm{B}}-j\right)!} \sum_{z=\nu_{\mathrm{B}}+1-j}^{\nu} A_{\left.2, \nu_{\mathrm{B}}+1-z\right)^{\mathrm{B}}}^{\mathrm{B}}\right.}_{T_{2}} \tag{E.10}
\end{align*}
$$

Next, by using the multinomial theorem [149, Eq. (24.1.2)]

$$
\begin{equation*}
\left(x_{1}+x_{2}+\cdots+x_{m}\right)^{n}=\sum_{k_{1}+k_{2}+\cdots+k_{m}} \frac{n!}{k_{1}!k_{2}!\cdots k_{m}!} \prod_{1 \leq t \leq m} x_{t}^{k_{t}} \tag{E.11}
\end{equation*}
$$

for both terms $T_{1}$ and $T_{2}$, it follows that

$$
\begin{align*}
T_{1}= & \sum_{\rho\left(c, \nu_{\mathrm{B}}\right)} \frac{c!}{p_{1}!\cdots p_{\nu_{\mathrm{B}}}!}\left[\prod_{q=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-q}}{\left(\nu_{\mathrm{B}}-q\right)!} \sum_{z=\nu_{\mathrm{B}}+1-q}^{\nu_{\mathrm{B}}} A_{2, \nu_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{p_{q}}\right] \\
& \times \exp \left(-\gamma_{\mathrm{B}}\left(\frac{k-c}{\Delta_{1}^{\mathrm{B}}}\right)\right) \gamma_{\mathrm{B}}^{\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}}  \tag{E.12}\\
T_{2}= & \sum_{\rho\left(k-c, \eta_{\mathrm{B}}\right)} \frac{(k-c)!}{s_{1}!\cdots s_{\eta_{\mathrm{B}}}!}\left[\prod_{t=1}^{\eta_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{1}^{\mathrm{B}}}\right)^{\eta_{\mathrm{B}}-t}}{\left(\eta_{\mathrm{B}}-t\right)!} \sum_{z=\eta_{\mathrm{B}}+1-t}^{\eta_{\mathrm{B}}} A_{1, \eta_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{s_{t}}\right] \\
& \times \exp \left(-\gamma_{\mathrm{B}}\left(\frac{c}{\Delta_{2}^{\mathrm{B}}}\right)\right) \gamma_{\mathrm{B}}^{\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}}, \tag{E.13}
\end{align*}
$$

where $\eta_{\mathrm{B}}=N_{\mathrm{B}}\left(\mu_{\mathrm{B}}-m_{\mathrm{B}}\right), \nu_{\mathrm{B}}=N_{\mathrm{B}} m_{\mathrm{B}}$ and based on (E.11), it follows that $\rho\left(k-c, \eta_{\mathrm{B}}\right)=\left\{\left(s_{1}, s_{2}, \cdots, s_{\eta_{\mathrm{B}}}\right)\right\}$, for $s_{t} \in \mathbb{N}, \sum_{t=1}^{\eta_{\mathrm{B}}} s_{t}=k-c$, and similarly $\rho\left(c, \nu_{\mathrm{B}}\right)=\left\{\left(p_{1}, p_{2}, \cdots, p_{\nu_{\mathrm{B}}}\right): p_{q} \in \mathbb{N}, \sum_{q=1}^{\nu_{\mathrm{B}}} p_{q}=c\right\}$. Then, by substituting (E.12) and (E.13) into (E.10), the CDF of $\gamma_{\mathrm{B}}$ can be formulated as in (5.13), which concludes the proof.
$\square$ If $m_{\mathrm{B}} \geq \mu_{\mathrm{B}}$

Replacing (E.8) into (E.2), it follows that

$$
\begin{equation*}
F_{\gamma_{1}}\left(\gamma_{\mathrm{B}}\right)=\left(1-\sum_{j=0}^{\nu_{\mathrm{B}}-1}\left(\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-1-j} \frac{\exp \left(-\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)}{\left(\nu_{\mathrm{B}}-1-j\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}-z}^{\mathrm{B}}\right)^{N_{\mathrm{A}}} \tag{E.14}
\end{equation*}
$$

Again, by applying the binomial expansion in (D.5), this leads to

$$
\begin{equation*}
F_{\gamma_{\mathrm{B}}}\left(\gamma_{\mathrm{B}}\right)=\sum_{k=0}^{N_{\mathrm{A}}}(-1)^{k}\binom{N_{\mathrm{A}}}{k} \underbrace{\left(\sum_{j=1}^{\nu_{\mathrm{B}}}\left(\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-j} \frac{\exp \left(-\frac{\gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right)}{\left(\nu_{\mathrm{B}}-j\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j-1)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}-z}^{\mathrm{B}}\right)^{k}}_{T_{3}} . \tag{E.15}
\end{equation*}
$$

Here, by invoking the multinomial expansion given in (E.11) into (E.15), $T_{3}$ can be expressed as

$$
\begin{equation*}
T_{3}=\sum_{\rho\left(k, \nu_{\mathrm{B}}\right)} \frac{k!}{s_{1}!\cdots s_{\nu_{\mathrm{B}}}!}\left[\prod_{t=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-t}}{\left(\nu_{\mathrm{B}}-t\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j-1)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}-z}^{\mathrm{B}}\right)^{s_{t}}\right] \exp \left(-\gamma_{\mathrm{B}}\left(\frac{k}{\Delta_{2}^{\mathrm{B}}}\right)\right) \gamma_{\mathrm{B}}^{\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}} \tag{E.16}
\end{equation*}
$$

where $\rho\left(k, \nu_{\mathrm{B}}\right)=\left\{\left(s_{1}, s_{2}, \cdots, s_{\nu_{\mathrm{B}}}\right): s_{t} \in \mathbb{N}, \sum_{t=1}^{\nu_{\mathrm{B}}} s_{t}=k\right\}$ and $\beta_{\mathrm{B}}=N_{\mathrm{B}}\left(m_{\mathrm{B}}-\mu_{\mathrm{B}}\right)$. Finally, by substituting (E.16) into (E.15), the CDF of $\gamma_{\mathrm{B}}$ can be expressed as in (5.14). This completes the proof.

## E. 2 PROOF OF PROPOSITION 12

$\square$ If $m_{i}<\mu_{i}$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$

Substituting (5.11a) and (5.13) into (2.5), this gets to

$$
\begin{align*}
\mathrm{SOP}= & \sum_{k=0}^{N_{\mathrm{A}}}(-1)^{k}\binom{N_{\mathrm{A}}}{k} \sum_{c=0}^{k}\binom{k}{c} \sum_{\rho\left(k-c, \eta_{\mathrm{B}}\right)} \frac{(k-c)!}{s_{1}!\cdots s_{\eta_{\mathrm{B}}}!}\left[\prod_{t=1}^{\eta_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{1}^{\mathrm{B}}}\right)^{\eta_{\mathrm{B}}-t}}{\left(\eta_{\mathrm{B}}-t\right)!} \sum_{z=\eta_{\mathrm{B}}+1-t}^{\eta_{\mathrm{B}}} A_{1, \eta_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{s_{t}}\right] \\
& \times \sum_{\rho\left(c, \nu_{\mathrm{B}}\right)} \frac{c!}{p_{1}!\cdots p_{\nu_{\mathrm{B}}}!}\left[\prod_{q=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-q}}{\left(\nu_{\mathrm{B}}-q\right)!} \sum_{z=\nu_{\mathrm{B}}+1-q}^{\nu_{\mathrm{B}}} A_{2, \nu_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{p_{q}}\right] \exp \left(-\frac{(\tau-1)(k-c)}{\Delta_{1}^{\mathrm{B}}}\right) \\
& \times \underbrace{\exp \left(-\frac{(\tau-1) c}{\Delta_{2}^{\mathrm{B}}}\right)[\sum_{j=1}^{\eta_{\mathrm{E}}} \frac{A_{1, j}^{\mathrm{E}}}{\left(\eta_{\mathrm{E}}-j\right)!}\left(\frac{\eta_{\mathrm{E}}-j+1}{\omega_{A 1}^{\mathrm{E}}}\right)^{\eta_{\mathrm{E}}-j+1} \underbrace{\int_{0}^{\infty}\left(\tau \gamma_{\mathrm{E}}+\tau-1\right)^{\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}}}_{T_{5}}}_{T_{4}} \\
& \times \underbrace{\gamma_{\mathrm{E}}^{\eta_{\mathrm{E}}-j} \exp \left(-\gamma_{\mathrm{E}}\left(\frac{\tau(k-c)}{\Delta_{1}^{\mathrm{B}}}+\frac{\tau c}{\Delta_{2}^{\mathrm{B}}}+\frac{\eta_{\mathrm{E}}-j+1}{\omega_{A 1}^{\mathrm{E}}}\right)\right) d \gamma_{\mathrm{E}}+\sum_{j=1}^{\nu_{\mathrm{E}}} \frac{A_{2, j}^{\mathrm{E}}}{\left(\nu_{\mathrm{E}}-j\right)!}\left(\frac{\nu_{\mathrm{E}}-j+1}{\omega_{A 2}^{\mathrm{E}}}\right)^{\nu_{\mathrm{E}}-j+1} \underbrace{\infty}_{0} \gamma_{\mathrm{E}}^{\nu_{\mathrm{E}}-j}}_{T_{4}} \\
& \times \underbrace{\left(\tau \gamma_{\mathrm{E}}+\tau-1\right)^{\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}\left(\nu_{\mathrm{B}}-q\right) p_{q}} \exp \left(-\gamma_{\mathrm{E}}\left(\frac{\tau(k-c)}{\Delta_{1}^{\mathrm{B}}}+\frac{\tau c}{\left.\left.\left.\Delta_{2}^{\mathrm{B}}+\frac{\nu_{\mathrm{E}}-j+1}{\omega_{A 1}^{\mathrm{E}}}\right)\right) d \gamma_{\mathrm{E}}\right]} .\right.\right.}}_{T_{5}} . \tag{E.17}
\end{align*}
$$

Next, with the aid of (D.5), $T_{4}$ and $T_{5}$ can be rewritten by

$$
\begin{align*}
& T_{4}=\sum_{b=0}^{\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}}\binom{\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}}{b}(\tau-1)^{\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}-b} \\
& \times \tau^{b} \underbrace{\int_{0}^{\infty} \gamma_{\mathrm{E}}^{\eta_{\mathrm{E}}-j+b} \exp \left(-\gamma_{\mathrm{E}}\left(\frac{\tau(k-c)}{\Delta_{1}^{\mathrm{B}}}+\frac{\tau c}{\Delta_{2}^{\mathrm{B}}}+\frac{\eta_{\mathrm{E}}-j+1}{\omega_{A 1}^{E}}\right)\right) d \gamma_{\mathrm{E}}}_{I_{1}} .  \tag{E.18}\\
& T_{5}=\sum_{b=0}^{\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}}\binom{\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}}{b}(\tau-1)^{\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}-b} \\
& \times \tau^{b} \underbrace{\int_{0}^{\infty} \gamma_{\mathrm{E}}^{\nu_{\mathrm{E}}-j+b} \exp \left(-\gamma_{\mathrm{E}}\left(\frac{\tau(k-c)}{\Delta_{1}^{\mathrm{B}}}+\frac{\tau c}{\Delta_{2}^{\mathrm{B}}}+\frac{\nu_{\mathrm{E}}-j+1}{\omega_{A 1}^{\mathrm{E}}}\right)\right) d \gamma_{\mathrm{E}}}_{I_{2}} . \tag{E.19}
\end{align*}
$$

Then, by using (D.19), $I_{1}$ and $I_{2}$ can be solved as

$$
\begin{equation*}
I_{1}=\left(\frac{\tau(k-c)}{\Delta_{1}^{\mathrm{B}}}+\frac{\tau c}{\Delta_{2}^{\mathrm{B}}}+\frac{\eta_{\mathrm{E}}-j+1}{\omega_{A 1}^{\mathrm{E}}}\right)^{-1-\left(\eta_{\mathrm{E}}-j+b\right)} \Gamma\left(1+\eta_{\mathrm{E}}-j+b\right) . \tag{E.20}
\end{equation*}
$$

$$
\begin{equation*}
I_{2}=\left(\frac{\tau(k-c)}{\Delta_{1}^{\mathrm{B}}}+\frac{\tau c}{\Delta_{2}^{\mathrm{B}}}+\frac{\nu_{\mathrm{E}}-j+1}{\omega_{A 1}^{\mathrm{E}}}\right)^{-1-\left(\nu_{\mathrm{E}}-j+b\right)} \Gamma\left(1+\nu_{\mathrm{E}}-j+b\right) . \tag{E.21}
\end{equation*}
$$

Then, by combining (E.17) to (E.21), the SOP can be expressed as in (5.17), which concludes the proof.
$\square$ If $m_{i} \geq \mu_{i}$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$

Substituting (5.12a) and (5.14) into (2.5), this gets to

$$
\begin{align*}
\mathrm{SOP}= & \sum_{k=0}^{N_{\mathrm{A}}}(-1)^{k}\binom{N_{\mathrm{A}}}{k} \exp \left(-k \frac{(\tau-1)}{\Delta_{2}^{\mathrm{B}}}\right) \sum_{\rho\left(k, \nu_{\mathrm{B}}\right)} \frac{k!}{s_{1}!\cdots s_{\nu_{\mathrm{B}}}!}\left[\prod_{t=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-t}}{\left(\nu_{\mathrm{B}}-t\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j-1)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}-z}^{\mathrm{B}}\right)^{s_{t}}\right] \\
& \times \sum_{j=0}^{\beta_{\mathrm{E}}} \frac{B_{j}^{\mathrm{E}}}{\nu_{\mathrm{E}}-j-1}\left(\frac{\nu_{\mathrm{E}}-j}{\omega_{B}^{\mathrm{E}}}\right) \tag{E.22}
\end{align*} \underbrace{\int_{0}^{\nu_{\mathrm{E}}-j} \gamma_{\mathrm{E}}^{\infty} \gamma_{\mathrm{E}}^{\nu_{\mathrm{E}}-j-1} \exp \left(-\gamma_{\mathrm{E}}\left(\frac{k \tau}{\Delta_{2}^{\mathrm{B}}}+\frac{\nu_{\mathrm{E}}-j}{\omega_{B}^{\mathrm{E}}}\right)\right)\left(\tau \gamma_{\mathrm{E}}+\tau-1\right)^{\sum_{t=1}^{\nu_{\mathrm{B}}\left(\nu_{\mathrm{B}}-t\right) s_{t}} d \gamma_{\mathrm{E}}} .}_{T_{6}}
$$

Again, by using the binomial expansion (D.5), $T_{6}$ can be rewritten as
$T_{6}=\sum_{b=0}^{\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}}\binom{\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}}{b} \tau^{b}(\tau-1)^{\sum_{t=1}^{\nu_{\mathrm{B}}\left(\nu_{\mathrm{B}}-t\right) s_{t}}} \underbrace{\int_{0}^{\infty} \gamma_{\mathrm{E}}^{\nu_{\mathrm{E}}-j-1+b} \exp \left(-\gamma_{\mathrm{E}}\left(\frac{k \tau}{\left.\left.\Delta_{2}^{\mathrm{B}}+\frac{\nu_{\mathrm{E}}-j}{\omega_{B}^{\mathrm{E}}}\right)\right) d \gamma_{\mathrm{E}}} .\right.\right.}_{I_{3}}$

Then, by using (D.19), $I_{3}$ can be solved as

$$
\begin{equation*}
I_{3}=\left(\frac{k \tau}{\Delta_{2}^{\mathrm{B}}}+\frac{\nu_{\mathrm{E}}-j}{\omega_{B}^{\mathrm{E}}}\right)^{-1-\left(\nu_{\mathrm{E}}-j-1+b\right)} \Gamma\left(1+\nu_{\mathrm{E}}-j-1+b\right) \tag{E.24}
\end{equation*}
$$

Finally, by combining (E.22) to (E.24), the SOP can be formulated as in (5.18). This concludes the proof.

## E. 3 PROOF OF PROPOSITION 13

Keeping $\bar{\gamma}_{\mathrm{E}}$ Fixed and $\bar{\gamma}_{\mathrm{B}} \rightarrow \infty$ Firstly, by using the asymptotic-matching method proposed in Section 3.1.3, the CDF of a $\kappa-\mu$ shadowed RV given in (5.1b) and (5.2b) can be approximated by a gamma distribution with CDF

$$
\begin{equation*}
F_{\mathrm{X}}^{\mathrm{G}}(x) \approx \frac{\Upsilon\left(\alpha, \frac{x}{\lambda}\right)}{\Gamma(\alpha)}, \tag{E.25}
\end{equation*}
$$

where the shape parameters $\alpha$ and $\lambda$ are given in terms of the $\kappa-\mu$ shadowed fading parameters as

$$
\begin{align*}
& \alpha=\mu,  \tag{E.26a}\\
& \lambda=\frac{\bar{\gamma}}{(1+\kappa) \mu}\left(\frac{(m+\kappa \mu)^{m}}{m^{m}}\right)^{\frac{1}{\mu}} . \tag{E.26b}
\end{align*}
$$

Now, in order to asymptotically approximate (E.25), the following relationship $\Upsilon(a, x) \simeq x^{a} / a$ as $x \rightarrow 0$ is used, thus

$$
\begin{equation*}
F_{\mathrm{X}}^{\mathrm{G}}(x) \simeq \frac{1}{\alpha \Gamma(\alpha)}\left(\frac{x}{\lambda}\right)^{\alpha} . \tag{E.27}
\end{equation*}
$$

Then, by using (E.27), any CDF in (5.1b) and (5.2b) can be expressed asymptotically by

$$
\begin{equation*}
F_{\gamma}(\gamma)=\frac{\gamma^{\mu}}{\mu \Gamma(\mu)}\left(\frac{\mu(1+\kappa)}{\bar{\gamma}}\right)^{\mu} \frac{m^{m}}{(m+\kappa \mu)^{m}} \tag{E.28}
\end{equation*}
$$

Next, substituting (E.28) into (E.4) with $\bar{\gamma} \rightarrow N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}, \mu \rightarrow N_{\mathrm{B}} \mu_{\mathrm{B}}, m \rightarrow N_{\mathrm{B}} m_{\mathrm{B}}$, and $\kappa \rightarrow \kappa_{\mathrm{B}}$ [21, Proposition 1], the CDFs given in (E.5) and (E.6) can asymptotically approximate by

$$
\begin{equation*}
F_{1}\left(\gamma_{\mathrm{B}}\right) \simeq\left(\frac{m_{\mathrm{B}}^{N_{\mathrm{B}} m_{\mathrm{B}}}\left(1+\kappa_{\mathrm{B}}\right)^{N_{\mathrm{B}} \mu_{\mathrm{B}}} \mu_{\mathrm{B}}^{N_{\mathrm{B}} \mu_{\mathrm{B}}-1} \gamma_{\mathrm{B}}^{N_{\mathrm{B}} \mu_{\mathrm{B}}}}{N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}^{N_{\mathrm{B}} \mu_{\mathrm{B}}}\left(m_{\mathrm{B}}+\kappa_{\mathrm{B}} \mu_{\mathrm{B}}\right)^{N_{\mathrm{B}} m_{\mathrm{B}}} \Gamma\left(N_{\mathrm{B}} \mu_{\mathrm{B}}\right)}\right) . \tag{E.29}
\end{equation*}
$$

Plugging (E.29) into (E.2), this yields

$$
\begin{equation*}
F_{\mathrm{B}}\left(\gamma_{\mathrm{B}}\right) \simeq\left(\frac{m_{\mathrm{B}}^{N_{\mathrm{B}} m_{\mathrm{B}}}\left(1+\kappa_{\mathrm{B}}\right)^{N_{\mathrm{B}} \mu_{\mathrm{B}}} \mu_{\mathrm{B}}^{N_{\mathrm{B}} \mu_{\mathrm{B}}-1} \gamma_{\mathrm{B}}^{N_{\mathrm{B}} \mu_{\mathrm{B}}}}{N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}^{N_{\mathrm{B}} \mu_{\mathrm{B}}}\left(m_{\mathrm{B}}+\kappa_{\mathrm{B}} \mu_{\mathrm{B}}\right)^{N_{\mathrm{B}} m_{\mathrm{B}}} \Gamma\left(N_{\mathrm{B}} \mu_{\mathrm{B}}\right)}\right)^{N_{\mathrm{A}}} . \tag{E.30}
\end{equation*}
$$

Inserting (E.30) together with the PDF of the Eavesdropper given in [21, Eq. (4)] by ${ }^{[1]}$

$$
\begin{align*}
f_{\gamma_{\mathrm{E}}}\left(\gamma_{\mathrm{E}}\right)= & \frac{\left(\mu_{\mathrm{E}} N_{\mathrm{E}}\right)^{N_{\mathrm{E}} \mu_{\mathrm{E}}}\left(N_{\mathrm{E}} m_{\mathrm{E}}\right)^{N_{\mathrm{E}} m_{\mathrm{E}}}\left(1+\kappa_{\mathrm{E}}\right)^{N_{\mathrm{E}} \mu_{\mathrm{E}}}}{\Gamma\left(N_{\mathrm{E}} \mu_{\mathrm{E}}\right) N_{\mathrm{E}} \bar{\gamma}_{\mathrm{E}}\left(N_{\mathrm{E}} \mu_{\mathrm{E}} \kappa_{\mathrm{E}}+N_{\mathrm{E}} m_{\mathrm{E}}\right)^{m_{\mathrm{E}}}} \exp \left(-\frac{\mu_{\mathrm{E}}\left(1+\kappa_{\mathrm{E}}\right) \gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}}\right)\left(\frac{\gamma_{\mathrm{E}}}{N_{\mathrm{E}} \bar{\gamma}_{\mathrm{E}}}\right)^{N_{\mathrm{E}} \mu_{\mathrm{E}}-1} \\
& \times{ }_{1} F_{1}\left(N_{\mathrm{E}} m_{\mathrm{E}}, N_{\mathrm{E}} \mu_{\mathrm{E}}, \frac{\mu_{\mathrm{E}}^{2} \kappa_{\mathrm{E}}\left(1+\kappa_{\mathrm{E}}\right) \gamma_{\mathrm{E}}}{\bar{\gamma}_{\mathrm{E}}\left(\mu_{\mathrm{E}} \kappa_{\mathrm{E}}+m_{\mathrm{E}}\right)}\right) \tag{E.31}
\end{align*}
$$

[^3]into (2.6), it follows that
\[

$$
\begin{align*}
\mathrm{SOP}^{\infty} \simeq & \left(\frac{m_{\mathrm{B}}^{N_{\mathrm{B}} m_{\mathrm{B}}}\left(1+\kappa_{\mathrm{B}}\right)^{N_{\mathrm{B}} \mu_{\mathrm{B}}} \mu_{\mathrm{B}}^{N_{\mathrm{B}} \mu_{\mathrm{B}}-1} \tau^{N_{\mathrm{B}} \mu_{\mathrm{B}}}}{N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}^{N_{\mathrm{B}} \mu_{\mathrm{B}}}\left(m_{\mathrm{B}}+\kappa_{\mathrm{B}} \mu_{\mathrm{B}}\right)^{N_{\mathrm{B}} m_{\mathrm{B}}} \Gamma\left(N_{\mathrm{B}} \mu_{\mathrm{B}}\right)}\right)^{N_{\mathrm{A}}} \frac{\mu_{\mathrm{E}}^{N_{\mathrm{E}} \mu_{\mathrm{E}}} m_{\mathrm{E}}^{N_{\mathrm{E}} m_{\mathrm{E}}}\left(1+\kappa_{\mathrm{E}}\right)^{N_{\mathrm{E}} \mu_{\mathrm{E}}}}{\Gamma\left(N_{\mathrm{E}} \mu_{\mathrm{E}}\right) \bar{\gamma}_{\mathrm{E}}^{N_{\mathrm{E}} \mu_{\mathrm{E}}}\left(\mu_{\mathrm{E}} \kappa_{\mathrm{E}}+m_{\mathrm{E}}\right)^{N_{\mathrm{E}} m_{\mathrm{E}}}} \\
& \times \underbrace{\int_{0}^{\infty} \gamma_{\mathrm{E}}^{N_{\mathrm{E}} \mu_{\mathrm{E}}+N_{\mathrm{A}} N_{\mathrm{B}} \mu_{\mathrm{B}}-1} \exp \left(-\frac{\gamma_{\mathrm{E}} \mu_{\mathrm{E}}\left(1+\kappa_{\mathrm{E}}\right)}{\bar{\gamma}_{\mathrm{E}}}\right){ }_{1} F_{1}\left(N_{\mathrm{E}} m_{\mathrm{E}}, N_{\mathrm{E}} \mu_{\mathrm{E}}, \frac{\gamma_{\mathrm{E}} \kappa_{\mathrm{E}} \mu_{\mathrm{E}}^{2}\left(1+\kappa_{\mathrm{E}}\right)}{\bar{\gamma}_{\mathrm{E}}\left(m_{\mathrm{E}}+\kappa_{\mathrm{E}} \mu_{\mathrm{E}}\right)}\right) d \gamma_{\mathrm{E}}}_{I_{4}} . \tag{E.32}
\end{align*}
$$
\]

Finally, using [168, Eq. (7.522.9)]

$$
\begin{equation*}
\int_{0}^{\infty} x^{\rho-1} \exp (-\beta x)_{1} F_{1}(a, b, c x) d x=\beta^{-\rho} \Gamma(\rho)_{2} F_{1}\left(a, \rho, b, \frac{c}{\beta}\right) \tag{E.33}
\end{equation*}
$$

the integral $I_{4}$ in (E.32) is solved in closed-form as
$I_{4}=\left(\frac{\mu_{\mathrm{E}}\left(1+\kappa_{\mathrm{E}}\right)}{\bar{\gamma}_{\mathrm{E}}}\right)^{-N_{\mathrm{A}} N_{\mathrm{B}} \mu_{\mathrm{B}}} \Gamma\left(N_{\mathrm{A}} N_{\mathrm{B}} \mu_{\mathrm{B}}+N_{\mathrm{E}} \mu_{\mathrm{E}}\right)_{2} F_{1}\left(N_{\mathrm{E}} m_{\mathrm{E}}, N_{\mathrm{A}} N_{\mathrm{B}} \mu_{\mathrm{B}}+N_{\mathrm{E}} \mu_{\mathrm{E}}, N_{\mathrm{E}} \mu_{\mathrm{E}}, \frac{\kappa_{\mathrm{E}} \mu_{\mathrm{E}}}{m_{\mathrm{E}}+\kappa_{\mathrm{E}} \mu_{\mathrm{E}}}\right)$.

Finally, by substituting (E.34) into (E.32), the SOP ${ }^{\infty}$ for TAS/MRC configuration can be formulated as in (5.19). This completes the proof.
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$\square$ If $m_{\mathrm{i}}<\mu_{i}$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$

Inserting (5.13) in (2.9), the result is

$$
\begin{align*}
\bar{C}_{\mathrm{B}}= & \frac{1}{\ln 2} \sum_{k=1}^{N_{\mathrm{A}}}(-1)^{k+1}\binom{N_{\mathrm{A}}}{k} \sum_{c=0}^{k}\binom{k}{c} \sum_{\rho\left(c, \nu_{\mathrm{B}}\right)} \frac{c!}{p_{1}!\cdots p_{\nu_{\mathrm{B}}}!}\left[\prod_{q=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-q}}{\left(\nu_{\mathrm{B}}-q\right)!} \sum_{z=\nu_{\mathrm{B}}+1-q}^{\nu_{\mathrm{B}}} A_{2, \nu_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{p_{q}}\right] \\
& \times \sum_{\rho\left(k-c, \eta_{\mathrm{B}}\right)} \frac{(k-c)!}{s_{1}!\cdots s_{\eta_{\mathrm{B}}}!}\left[\prod_{t=1}^{\eta_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{1}^{\mathrm{B}}}\right)^{\eta_{\mathrm{B}}-t}}{\left(\eta_{\mathrm{B}}-t\right)!} \sum_{z=\eta_{\mathrm{B}}+1-t}^{\eta_{\mathrm{B}}} A_{1, \eta_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{s_{t}}\right] \underbrace{\int_{0}^{\infty} \frac{\exp \left(-\frac{\gamma_{\mathrm{E}} c}{\Delta_{2}^{\mathrm{B}}}\right)}{\left(1+\gamma_{\mathrm{E}}\right)}}_{I_{5}} \\
& \times \underbrace{\exp \left(-\gamma_{\mathrm{E}}\left(\frac{k-c}{\Delta_{1}^{\mathrm{B}}}\right)\right){\gamma_{\mathrm{E}}^{\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}} d \gamma_{\mathrm{E}}}}_{I_{5}} \tag{E.35}
\end{align*}
$$

Here, by using (D.29), the integral in $I_{5}$ can be solved in closed-form fashion as

$$
\begin{align*}
I_{5}= & \exp \left(\frac{k-c}{\Delta_{1}^{\mathrm{B}}}+\frac{c}{\Delta_{2}^{\mathrm{B}}}\right) \Gamma\left(1+\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}\right) \\
& \times \Gamma\left(-\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}-\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}, \frac{\Delta_{2}^{\mathrm{B}}(k-c)+\Delta_{1}^{\mathrm{B}} c}{\Delta_{1}^{\mathrm{B}} \Delta_{2}^{\mathrm{B}}}\right) . \tag{E.36}
\end{align*}
$$

Then, by substituting (5.13) together with (5.11b) into (2.11), it follows that

$$
\begin{align*}
\mathcal{L}\left(\bar{\gamma}_{\mathrm{B}}, \bar{\gamma}_{\mathrm{E}}\right)= & \sum_{k=1}^{N_{\mathrm{A}}}(-1)^{k+1}\binom{N_{\mathrm{A}}}{k} \sum_{c=0}^{k}\binom{k}{c} \sum_{\rho\left(c, \nu_{\mathrm{B}}\right)} \frac{c!}{p_{1}!\cdots p_{\nu_{\mathrm{B}}}!}\left[\prod_{q=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-q}}{\left(\nu_{\mathrm{B}}-q\right)!} \sum_{z=\nu_{\mathrm{B}}+1-q}^{\nu_{\mathrm{B}}} A_{2, \nu_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{p_{q}}\right] \\
& \times \frac{1}{\ln 2} \sum_{\rho\left(k-c, \eta_{\mathrm{B}}\right)} \frac{(k-c)!}{s_{1}!\cdots s_{\eta_{\mathrm{B}}}!}\left[\prod_{t=1}^{\eta_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{1}^{\mathrm{B}}}\right)^{\eta_{\mathrm{B}}-t}}{\left(\eta_{\mathrm{B}}-t\right)!} \sum_{z=\eta_{\mathrm{B}}+1-t}^{\eta_{\mathrm{B}}} A_{1, \eta_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{s_{t}}\right]\left(\sum_{j=1}^{\eta_{\mathrm{E}}} A_{1, j}^{\mathrm{E}} \sum_{r=0}^{\eta_{\mathrm{E}}-j} \frac{1}{r!}\right. \\
& \times\left(\frac{1}{\Delta_{1}^{\mathrm{E}}}\right)^{r} \underbrace{\int_{0}^{\infty} \exp \left(-\gamma_{\mathrm{E}}\right.}_{I_{0}}\left(\frac{k-c}{\Delta_{1}^{\mathrm{B}}}+\frac{c}{\Delta_{2}^{\mathrm{B}}}+\frac{1}{\Delta_{1}^{\mathrm{E}}}\right)) \frac{1}{\left(1+\gamma_{\mathrm{E}}\right)} \gamma_{\mathrm{E}}^{r+\sum_{t=1}^{\eta_{\mathrm{B}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}} d \gamma_{\mathrm{E}}} \\
& +\sum_{j=1}^{\nu_{\mathrm{E}}} A_{2, j}^{\mathrm{E}} \sum_{r=0}^{\nu_{\mathrm{E}}-j} \frac{1}{r!}\left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right)^{r} \underbrace{\int_{0}^{\infty} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\Delta_{2}^{\mathrm{E}}}\right) \exp \left(-\gamma_{\mathrm{E}}\left(\frac{k-c}{\Delta_{1}^{\mathrm{B}}}+\frac{c}{\Delta_{2}^{\mathrm{B}}}\right)\right) \frac{1}{\left(1+\gamma_{\mathrm{E}}\right)}}_{0} \\
& \times \underbrace{\gamma_{\mathrm{E}}^{r+\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}} d \gamma_{\mathrm{E}}}_{I_{7}^{r}} .) \tag{E.37}
\end{align*}
$$

Again, by using (D.29), both $I_{6}$ and $I_{7}$ can be evaluated in closed-form fashion as

$$
\begin{align*}
I_{6}= & \exp \left(\frac{k-c}{\Delta_{1}^{\mathrm{B}}}+\frac{c}{\Delta_{2}^{\mathrm{B}}}+\frac{1}{\Delta_{1}^{\mathrm{E}}}\right) \Gamma\left(-r-\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}-\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}, \frac{k-c}{\Delta_{1}^{\mathrm{B}}}+\frac{c}{\Delta_{2}^{\mathrm{B}}}+\frac{1}{\Delta_{1}^{\mathrm{E}}}\right) \\
& \times \Gamma\left(1+r+\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}\right)  \tag{E.38}\\
I_{7}= & \exp \left(\frac{k-c}{\Delta_{1}^{\mathrm{B}}}+\frac{c}{\Delta_{2}^{\mathrm{B}}}+\frac{1}{\Delta_{2}^{\mathrm{E}}}\right) \Gamma\left(-r-\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}-\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}, \frac{k-c}{\Delta_{1}^{\mathrm{B}}}+\frac{c}{\Delta_{2}^{\mathrm{B}}}+\frac{1}{\Delta_{2}^{\mathrm{E}}}\right) \\
& \times \Gamma\left(1+r+\sum_{t=1}^{\eta_{\mathrm{B}}}\left(\eta_{\mathrm{B}}-t\right) s_{t}+\sum_{q=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-q\right) p_{q}\right) . \tag{E.39}
\end{align*}
$$

Finally, by substituting (E.35) and (E.37) into (2.8), the $\bar{C}_{\mathrm{S}}$ can be expressed as in (5.21). This completes the proof.

Plugging (5.14) in (2.9), it follows that

$$
\begin{align*}
\bar{C}_{\mathrm{B}}= & \frac{1}{\ln 2} \sum_{k=1}^{N_{\mathrm{A}}}(-1)^{k+1}\binom{N_{\mathrm{A}}}{k} \sum_{\rho\left(k, \nu_{\mathrm{B}}\right)} \frac{k!}{s_{1}!\cdots s_{\nu_{\mathrm{B}}}!}\left[\prod_{t=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-t}}{\left(\nu_{\mathrm{B}}-t\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j-1)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}-z}^{\mathrm{B}}\right)^{s_{t}}\right] \\
& \times \underbrace{\int_{0}^{\infty} \frac{1}{\left(1+\gamma_{\mathrm{E}}\right)} \exp \left(-\gamma_{\mathrm{E}}\left(\frac{k}{\Delta_{2}^{\mathrm{B}}}\right)\right) \gamma_{\mathrm{E}}^{\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}} d \gamma_{\mathrm{E}}}_{I_{8}} . \tag{E.40}
\end{align*}
$$

With the aid of (D.29), $I_{8}$ can be evaluated in exact closed-form as

$$
\begin{equation*}
I_{8}=\exp \left(\frac{k}{\Delta_{2}^{\mathrm{B}}}\right) \Gamma\left(1+\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}\right) \Gamma\left(-\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}, \frac{k}{\Delta_{2}^{\mathrm{B}}}\right) . \tag{E.41}
\end{equation*}
$$

Next, inserting (5.12b) and (5.14) into (2.11) yields

$$
\begin{align*}
\mathcal{L}\left(\bar{\gamma}_{\mathrm{B}}, \bar{\gamma}_{\mathrm{E}}\right)= & \frac{1}{\ln 2} \sum_{k=1}^{N_{\mathrm{A}}}(-1)^{k+1}\binom{N_{\mathrm{A}}}{k} \sum_{\rho\left(k, \nu_{\mathrm{B}}\right)} \frac{k!}{s_{1}!\cdots s_{\nu_{\mathrm{B}}}!}\left[\prod_{t=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{2}^{\mathrm{B}}}\right)^{\nu_{\mathrm{B}}-t}}{\left(\nu_{\mathrm{B}}-t\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j-1)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}-z}^{\mathrm{B}}\right)^{s_{t}}\right] \\
& \times \sum_{j=0}^{\beta_{\mathrm{E}}} B_{j}^{\mathrm{E}} \sum_{r=0}^{\nu_{\mathrm{E}}-j-1} \frac{1}{r!}\left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right)^{r} \underbrace{\int_{0}^{\infty} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\Delta_{2}^{\mathrm{E}}}\right) \frac{1}{\left(1+\gamma_{\mathrm{E}}\right)} \exp \left(-\frac{\gamma_{\mathrm{E}} k}{\Delta_{2}^{\mathrm{B}}}\right) \gamma_{\mathrm{E}}^{\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}+r} d \gamma_{\mathrm{E}}}_{I_{9}} . \tag{E.42}
\end{align*}
$$

Similar to the evaluation of $I_{8}$, the identity (D.29) is used to calculate $I_{9}$, thus

$$
\begin{equation*}
I_{9}=\exp \left(\frac{k}{\Delta_{2}^{\mathrm{B}}}+\frac{1}{\Delta_{2}^{\mathrm{E}}}\right) \Gamma\left(1+r+\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}\right) \Gamma\left(-r-\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}, \frac{k}{\Delta_{2}^{\mathrm{B}}}+\frac{1}{\Delta_{2}^{\mathrm{E}}}\right) . \tag{E.43}
\end{equation*}
$$

Finally, by substituting (E.40) and (E.42) into (2.8), the $\bar{C}_{\mathrm{S}}$ can be formulated as in (5.20), which concludes the proof.
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$\square$ If $m_{i}<\mu_{i}$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$

Here, the aim is to express $\bar{C}_{\mathrm{S}}^{\infty}$ in the form of (2.12). For this purpose, $\bar{C}_{\mathrm{E}}$ and $\bar{C}_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}} \rightarrow \infty$ are derived
below. Inserting (5.11b) in (2.9), this yields

$$
\begin{align*}
\bar{C}_{\mathrm{E}}= & \frac{1}{\ln 2}(\sum_{j=1}^{\eta_{\mathrm{E}}} A_{1, j}^{\mathrm{E}} \sum_{r=0}^{\eta_{\mathrm{E}}-j} \frac{1}{r!}\left(\frac{1}{\Delta_{1}^{\mathrm{E}}}\right)^{r} \underbrace{\int_{0}^{\infty} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\Delta_{1}^{\mathrm{E}}}\right) \frac{\gamma_{\mathrm{E}}^{r}}{\left(1+\gamma_{\mathrm{E}}\right)} d \gamma_{\mathrm{E}}}_{I_{10}}+\sum_{j=1}^{\nu_{\mathrm{E}}} A_{2, j}^{\mathrm{E}} \sum_{r=0}^{\nu_{\mathrm{E}}-j} \frac{1}{r!}\left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right)^{r} \\
& \times \underbrace{\int_{0}^{\infty} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\Delta_{2}^{\mathrm{E}}}\right) \frac{\gamma_{\mathrm{E}}^{r}}{\left(1+\gamma_{\mathrm{E}}\right)} d \gamma_{\mathrm{E}}}_{I_{11}}) . \tag{E.44}
\end{align*}
$$

Recalling (D.29), both $I_{10}$ and $I_{11}$ are given by

$$
\begin{align*}
& I_{10}=\exp \left(\frac{1}{\Delta_{1}^{\mathrm{E}}}\right) \Gamma\left(-r, \frac{1}{\Delta_{1}^{\mathrm{E}}}\right) \Gamma(1+r),  \tag{E.45a}\\
& I_{11}=\exp \left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right) \Gamma\left(-r, \frac{1}{\Delta_{2}^{\mathrm{E}}}\right) \Gamma(1+r) . \tag{E.45b}
\end{align*}
$$

Now, to express $\bar{C}_{\mathrm{B}}^{\bar{\gamma}_{\mathrm{B}} \rightarrow \infty}$ as (2.13), it is defined the $g$-th moment of a $\mathrm{RV} X$ as [6, Eq. (4.39)]

$$
\begin{equation*}
\mathbb{E}\left[x^{g}\right]=\int_{0}^{\infty} x^{g} f_{X}(x) d x \tag{E.46}
\end{equation*}
$$

where $f_{X}(x)$ is the PDF of the RV $X$. Using (5.15) into (E.46), the $g$-th moment of the $\mathrm{RV} \gamma_{\mathrm{B}}$ is given by

$$
\begin{aligned}
& \mathbb{E}\left[\gamma_{\mathrm{B}}^{g}\right]=\underbrace{\sum_{k=1}^{N_{\mathrm{A}}}(-1)^{k}\binom{N_{\mathrm{A}}}{k} \sum_{c=0}^{k}\binom{k}{c} \sum_{\rho\left(c, \nu_{\mathrm{B}}\right)} \frac{c!}{p_{1}!\cdots p_{\nu_{\mathrm{B}}}!}\left[\prod_{q=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\left.\Delta_{2}^{\mathrm{B}}\right)^{\nu_{\mathrm{B}}-q}}\right.}{\left(\nu_{\mathrm{B}}-q\right)!} \sum_{z=\nu_{\mathrm{B}}+1-q}^{\nu_{\mathrm{B}}} A_{2, \nu_{\mathrm{B}}+1-z}^{\mathrm{B}}\right)^{\mathrm{B}_{\mathrm{B}}}\right]}_{C_{1}} \\
& \times \underbrace{\sum_{\rho\left(k-c, \eta_{\mathrm{B}}\right)} \frac{(k-c)!}{s_{1}!\cdots s_{\eta_{\mathrm{B}}}!}[\prod_{t=1}^{\eta_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\Delta_{1}^{\mathrm{B}}}\right)^{\eta_{\mathrm{B}}-t}}{\left(\eta_{\mathrm{B}}-t\right)!} \sum_{z=\eta_{\mathrm{B}}+1-t}^{\eta_{\mathrm{B}}} A_{\left.1, \eta_{\mathrm{B}}+1-z\right)}^{\mathrm{B}}\right)^{s_{t}} \underbrace{\int_{0}^{\infty} \exp \left(-\gamma_{\mathrm{B}}\left(\frac{k-c}{\Delta_{1}^{\mathrm{B}}}\right)\right)}_{I_{12}}}_{C_{1}}
\end{aligned}
$$

$$
\begin{align*}
& \underbrace{\left.-\frac{\gamma_{\mathrm{B}} c}{\Delta_{2}^{\mathrm{B}}}+\frac{\gamma_{\mathrm{B}}(c-k)}{\Delta_{1}^{\mathrm{B}}} d \gamma_{\mathrm{B}}\right)}_{I_{12}} . \tag{E.47}
\end{align*}
$$

Next, it is considered the following two cases to solve $I_{12}$ in (E.47).

In this case, with the help of (D.19) and (5.6) with $\bar{\gamma} \rightarrow N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}, \mu \rightarrow N_{\mathrm{B}} \mu_{\mathrm{B}}, m \rightarrow N_{\mathrm{B}} m_{\mathrm{B}}$, and $\kappa \rightarrow \kappa_{\mathrm{B}}$, $I_{12}$ can be expressed as

$$
\begin{equation*}
I_{12}=-\bar{\gamma}_{\mathrm{B}}^{g}\left(\frac{c+k C_{2} C_{3}-c C_{2} C_{3}}{C_{3}}\right)^{-g} \Gamma(1+g) . \tag{E.48}
\end{equation*}
$$

where $C_{2}=N_{\mathrm{B}} \mu_{\mathrm{B}}\left(1+\kappa_{\mathrm{B}}\right)$ and $C_{3}=\frac{\mu_{\mathrm{B}} \kappa_{\mathrm{B}}+m_{\mathrm{B}}}{N_{\mathrm{B}} m_{\mathrm{B}} \mu_{\mathrm{B}}\left(1+\kappa_{\mathrm{B}}\right)}$. Then, by substituting (E.48) into (E.47), and the resulting expression in (2.15), it follows that

$$
\begin{equation*}
\mathcal{M}(g)=-C_{1}\left(\frac{c+k C_{2} C_{3}-c C_{2} C_{3}}{C_{3}}\right)^{-g} \Gamma(1+g) . \tag{E.49}
\end{equation*}
$$

Taking the derivative of (E.49), this gets to

$$
\begin{equation*}
\frac{d \mathcal{M}(g)}{d g}=C_{1}\left(k C_{2}+c\left(-C_{2}+\frac{1}{C_{3}}\right)\right)^{-g} \Gamma(1+g)\left(\mathcal{C}+\ln \left(k C_{2}+c\left(-C_{2}+\frac{1}{C_{3}}\right)\right)\right) \tag{E.50}
\end{equation*}
$$

Substituting (E.50) into (2.14), it follows that

$$
\begin{equation*}
t=-\log _{2}(e) C_{1}\left(\mathcal{C}+\ln \left(k C_{2}+c\left(-C_{2}+\frac{1}{C_{3}}\right)\right)\right) \tag{E.51}
\end{equation*}
$$

Finally, by inserting (E.51) into (2.13), this yields

$$
\begin{equation*}
\bar{C}_{\mathrm{B}}^{\bar{\gamma}_{\mathrm{B}} \rightarrow \infty} \approx \log _{2}\left(N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}\right)+\log _{2}(e) C_{1}\left(\mathcal{C}+\ln \left(k C_{2}+c\left(-C_{2}+\frac{1}{C_{3}}\right)\right)\right) \tag{E.52}
\end{equation*}
$$

$\square$ When $T_{7} \neq 0$

Here, again with the help of (D.19) and (5.6) with $\bar{\gamma} \rightarrow N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}, \mu \rightarrow N_{\mathrm{B}} \mu_{\mathrm{B}}, m \rightarrow N_{\mathrm{B}} m_{\mathrm{B}}$, and $\kappa \rightarrow \kappa_{\mathrm{B}}$, $I_{12}$ can be expressed as

$$
\begin{equation*}
I_{12}=-\bar{\gamma}_{\mathrm{B}}^{g} g\left(\frac{c+k C_{2} C_{3}-c C_{2} C_{3}}{C_{3}}\right)^{-g-T_{7}} \Gamma\left(g+T_{7}\right) \tag{E.53}
\end{equation*}
$$

Next, by plugging (E.53) into (E.47), and the resulting expression in (2.15), this yields

$$
\begin{equation*}
\mathcal{M}(g)=-C_{1} g\left(\frac{c+k C_{2} C_{3}-c C_{2} C_{3}}{C_{3}}\right)^{-g-T_{7}} \Gamma\left(g+T_{7}\right) \tag{E.54}
\end{equation*}
$$

Taking the derivative of (E.54), this leads to

$$
\begin{align*}
\frac{d \mathcal{M}(g)}{d g}= & -C_{1}\left(\frac{c-c C_{2} C_{3}+C_{2} C_{3} k}{C_{3}}\right)^{-g-T_{7}}\left(\Gamma\left(g+T_{7}\right)-g \Gamma\left(g+T_{7}\right) \ln \left(\frac{c-c C_{2} C_{3}+C_{2} C_{3} k}{C_{3}}\right)\right. \\
& \left.+g \Gamma\left(g+T_{7}\right) \psi\left(g+T_{7}\right)\right) \tag{E.55}
\end{align*}
$$

Inserting (E.55) into (2.14), this yields

$$
\begin{equation*}
t=-\log _{2}(e) C_{1}\left(-\left(\frac{c-c C_{2} C_{3}+C_{2} C_{3} k}{C_{3}}\right)^{-T_{7}} \Gamma\left(T_{7}\right)\right) \tag{E.56}
\end{equation*}
$$

Next, by inserting (E.56) into (2.13), this yields

$$
\begin{equation*}
\bar{C}_{\mathrm{B}}^{\bar{\gamma}_{\mathrm{B}} \rightarrow \infty} \approx \log _{2}\left(N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}\right)+\log _{2}(e) C_{1}\left(-\left(\frac{c-c C_{2} C_{3}+C_{2} C_{3} k}{C_{3}}\right)^{-T_{7}} \Gamma\left(T_{7}\right)\right) \tag{E.57}
\end{equation*}
$$

Replacing (E.44) together with (E.52) and (E.57) into (2.12), $\bar{C}_{\mathrm{S}}^{\infty}$ is attained as in (5.22). This completes the proof.
$\square$ If $m_{i} \geq \mu_{i}$ for $i \in\{\mathrm{~B}, \mathrm{E}\}$
Again, the goal is to express $\bar{C}_{\mathrm{S}}^{\infty}$ in the form of (2.12). To this end, $\bar{C}_{\mathrm{E}}$ and $\bar{C}_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}} \rightarrow \infty$ are derived below. Firstly, substituting (5.12b) into (2.9), it follows that

$$
\begin{equation*}
\bar{C}_{\mathrm{E}}=\frac{1}{\ln 2} \sum_{j=0}^{\beta_{\mathrm{E}}} B_{j}^{\mathrm{E}} \sum_{r=0}^{\nu_{\mathrm{E}}-j-1} \frac{1}{r!}\left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right)^{r} \underbrace{\int_{0}^{\infty} \exp \left(-\frac{\gamma_{\mathrm{E}}}{\Delta_{2}^{\mathrm{E}}}\right) \frac{\gamma_{\mathrm{E}}^{r}}{\left(1+\gamma_{\mathrm{E}}\right)} d \gamma_{\mathrm{E}}}_{I_{13}} \tag{E.58}
\end{equation*}
$$

Again, making use of (D.29), $I_{13}$ is computed in a closed-form as

$$
\begin{equation*}
I_{13}=\exp \left(\frac{1}{\Delta_{2}^{\mathrm{E}}}\right) \Gamma(1+r) \Gamma\left(-r, \frac{1}{\Delta_{2}^{\mathrm{E}}}\right) . \tag{E.59}
\end{equation*}
$$

Here, a similar steps to obtain $\bar{C}_{\mathrm{B}}^{\bar{\gamma}_{\mathrm{B}} \rightarrow \infty}$ as in the previous case is performed. Therefore, using (5.16) into (E.46), the $g$-th moment of the $\mathrm{RV} \gamma_{\mathrm{B}}$ is given by

$$
\begin{align*}
\mathbb{E}\left[\gamma_{\mathrm{B}}^{g}\right]= & \underbrace{\sum_{\mathrm{A}}^{N_{\mathrm{A}}}(-1)^{k}\binom{N_{\mathrm{A}}}{k} \sum_{\rho\left(k, \nu_{\mathrm{B}}\right)} \frac{k!}{s_{1}!\cdots s_{\nu_{\mathrm{B}}}!}\left[\prod_{t=1}^{\nu_{\mathrm{B}}}\left(\frac{\left(\frac{1}{\left.\Delta_{2}^{\mathrm{B}}\right)^{\nu_{\mathrm{B}}-t}}\right.}{\left(\nu_{\mathrm{B}}-t\right)!} \sum_{z=\beta_{\mathrm{B}}+1-\mathcal{T}(j-1)}^{\beta_{\mathrm{B}}} B_{\beta_{\mathrm{B}}-z}^{\mathrm{B}}\right)^{C_{4}}\right]}_{k=1} \\
& \times \underbrace{\int_{0}^{\int_{0}} \exp \left(-\frac{k \gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}\right) \gamma_{\mathrm{B}}^{-1+g+\sum_{t=1}^{\nu_{\mathrm{B}}}\left(\nu_{\mathrm{B}}-t\right) s_{t}}}_{I_{14}} \underbrace{\nu_{\mathrm{B}}}_{\sum_{t=1}^{T_{8}}(\overbrace{\mathrm{~B}}-t) s_{t}-\frac{k \gamma_{\mathrm{B}}}{\Delta_{2}^{\mathrm{B}}}}) d \gamma_{\mathrm{B}} . \tag{E.60}
\end{align*}
$$

Next, it is considered the following two cases to solve $I_{14}$ in (E.60).

When $T_{8}=0$

In this case, with the help of (D.19) and (5.6) with $\bar{\gamma} \rightarrow N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}, \mu \rightarrow N_{\mathrm{B}} \mu_{\mathrm{B}}, m \rightarrow N_{\mathrm{B}} m_{\mathrm{B}}$, and $\kappa \rightarrow \kappa_{\mathrm{B}}$, $I_{14}$ can be expressed as

$$
\begin{equation*}
I_{14}=-\bar{\gamma}_{\mathrm{B}}^{g}\left(\frac{k}{C_{3}}\right)^{-g} \Gamma(1+g) \tag{E.61}
\end{equation*}
$$

Next, by substituting (E.61) into (E.60), and the resulting expression in (2.15), it follows that

$$
\begin{equation*}
\mathcal{M}(g)=-C_{4}\left(\frac{k}{C_{3}}\right)^{-g} \Gamma(1+g) \tag{E.62}
\end{equation*}
$$

Taking the derivative of (E.62), this yields

$$
\begin{equation*}
\frac{d \mathcal{M}(g)}{d g}=C_{4}\left(\frac{k}{C_{3}}\right)^{-g} \Gamma(1+g)\left(\ln \left(\frac{k}{C_{3}}\right)-\psi(1+g)\right) \tag{E.63}
\end{equation*}
$$

Inserting (E.63) into (2.14), it follows that

$$
\begin{equation*}
t=-\log _{2}(e) C_{4}\left(\mathcal{C}+\ln \left(\frac{k}{C_{3}}\right)\right) \tag{E.64}
\end{equation*}
$$

Substituting (E.64) into (2.13), this yields

$$
\begin{equation*}
\bar{C}_{\mathrm{B}}^{\bar{\gamma}_{\mathrm{B}} \rightarrow \infty} \approx \log _{2}\left(N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}\right)+\log _{2}(e) C_{4}\left(\mathcal{C}+\ln \left(\frac{k}{C_{3}}\right)\right) \tag{E.65}
\end{equation*}
$$

Here, again with the help of (D.19) and (5.6) with $\bar{\gamma} \rightarrow N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}, \mu \rightarrow N_{\mathrm{B}} \mu_{\mathrm{B}}, m \rightarrow N_{\mathrm{B}} m_{\mathrm{B}}$, and $\kappa \rightarrow \kappa_{\mathrm{B}}$, $I_{12}$ can be expressed as

$$
\begin{equation*}
I_{14}=-\bar{\gamma}_{\mathrm{B}}^{g} g\left(\frac{k}{C_{3}}\right)^{-g-T_{8}} \Gamma\left(g+T_{8}\right) . \tag{E.66}
\end{equation*}
$$

Then, by plugging (E.66) into (E.60), and the resulting expression in (2.15), this gets to

$$
\begin{equation*}
\mathcal{M}(g)=-g C_{4}\left(\frac{k}{C_{3}}\right)^{-g-T_{8}} \Gamma\left(g+T_{8}\right) . \tag{E.67}
\end{equation*}
$$

Taking the derivative of (E.67), this yields

$$
\begin{equation*}
\frac{d \mathcal{M}(g)}{d g}=-C_{4}\left(\frac{k}{C_{3}}\right)^{-g-T_{8}} \Gamma\left(g+T_{8}\right)\left(1-g \ln \left(\frac{k}{C_{3}}\right)+g \psi\left(g+T_{8}\right)\right) \tag{E.68}
\end{equation*}
$$

Inserting (E.68) into (2.14), it follows that

$$
\begin{equation*}
t=-\log _{2}(e) C_{4}\left(\frac{k}{C_{3}}\right)^{-g-T_{8}} \Gamma\left(g+T_{8}\right) . \tag{E.69}
\end{equation*}
$$

Next, substituting (E.69) into (2.13), this gets to

$$
\begin{equation*}
\bar{C}_{\mathrm{B}}^{\bar{\gamma}_{\mathrm{B}} \rightarrow \infty} \approx \log _{2}\left(N_{\mathrm{B}} \bar{\gamma}_{\mathrm{B}}\right)+\log _{2}(e) C_{4}\left(\frac{k}{C_{3}}\right)^{-g-T_{8}} \Gamma\left(g+T_{8}\right) \tag{E.70}
\end{equation*}
$$

Finally, by replacing (E.58) together with (E.65) and (E.70) into (2.12), $\bar{C}_{\mathrm{S}}^{\infty}$ is formulated as in (5.23). This completes the proof.

## F PROOF OF THEOREM 1

Knowing that if $X$ is a random variable with expectation $\mathbb{E}[X]$ and and $Y$ is another random variable distributed on the same probability space of of $X$, then [177]

$$
\begin{equation*}
\mathbb{E}\{X\}=\mathbb{E}\{\mathbb{E}\{X \mid Y\}\} . \tag{F.1}
\end{equation*}
$$

Next, from (6.2), it is defined the set $Z=\left\{H_{i, 1}, H_{i, \mathrm{~b}}, \Theta_{i}\right\}$. Now, using the law of total expectation in (F.2) on the set $Z$, the total expectation of (6.2) and (6.5) can be reformulated as

$$
\begin{equation*}
\mathbb{E}\left\{H_{\mathrm{b}} H_{\mathrm{e}}\right\}=\mathbb{E}\left\{\mathbb{E}\left\{H_{\mathrm{b}} H_{\mathrm{e}} \mid Z\right\}\right\} . \tag{F.2}
\end{equation*}
$$

Here, note that $H_{\mathrm{b}}$ is constant when conditioned to $Z$, so that it can be taken off the inner expectation operation as

$$
\begin{equation*}
\mathbb{E}\left\{H_{\mathrm{b}} H_{\mathrm{e}}\right\}=\mathbb{E}\left\{H_{\mathrm{b}} \mathbb{E}\left\{H_{\mathrm{e}} \mid Z\right\}\right\} \tag{F.3}
\end{equation*}
$$

Then, by expanding the inner expectation in (F.3) with respect to (6.5), and noting that $H_{i, 1}$ are constant when conditioned to $Z$, it follow that

$$
\begin{equation*}
\mathbb{E}\left\{H_{\mathrm{e}} \mid Z\right\}=\frac{1}{n} \sum_{i=1}^{n}\left|H_{i, 1}\right| \mathbb{E}\left\{\left|H_{i, \mathrm{e}}\right| e^{j \Psi_{i}}\right\} \tag{F.4}
\end{equation*}
$$

Here, based on the results given in [161], the distribution of $\Psi_{i}$ is uniform in any interval of length $2 \pi$ provided that $\angle H_{i, \mathrm{e}}$ is uniformly distributed in the same interval. Now, under the mild assumption that $\left|H_{i, \mathrm{e}}\right|$ and $e^{j \Psi_{i}}$ are independent, which is the case for instance of $\left|H_{i, \mathrm{e}}\right|$ being Rayleigh distributed, it follows that

$$
\begin{equation*}
\mathbb{E}\left\{H_{\mathrm{e}} \mid Z\right\}=0 \tag{F.5}
\end{equation*}
$$

Therefore, the independence between $H_{\mathrm{b}}$ and $H_{\mathrm{e}}$ is stated.

## G DERIVATION OF THE SOP AND THE ASYMPTOTIC SOP EXPRESSIONS

The derivation of the SOP and the Asymptotic SOP analytical expressions for the FN/Rayleigh (FR), Nakagami/Rayleigh (NR) and Beckmann/Rayleigh (BR) scenarios are provided here.

## G. 1 PROOF OF LEMMA 1

## G.1.1 SOP $_{F R}$

From [164, Corollary 5], an alternative formulation of the SOP for the FN/Rayleigh case is given by

$$
\begin{equation*}
\mathrm{SOP}_{\mathrm{FR}}=F_{\gamma_{\mathrm{b}}}(\tau-1)+\exp \left(\frac{\tau-1}{\tau \bar{\gamma}_{\mathrm{e}}}\right) \mathcal{M}_{\gamma_{\mathrm{b}}}^{u}\left(-\frac{1}{\tau \overline{\bar{\gamma}}_{\mathrm{e}}}, \tau-1\right), \tag{G.1}
\end{equation*}
$$

where $\tau=2^{R_{\mathrm{S}}}$, and $F_{\gamma_{\mathrm{b}}}(\cdot)$ is the $\kappa-\mu$ CDF distribution with with $\kappa=K$ and $\mu_{\kappa-\mu}=1 / 2$ given by [163, Eq. (3)]

$$
\begin{equation*}
F_{\gamma_{\mathrm{b}}}(\gamma)=1-Q_{0.5}\left(\sqrt{K}, \sqrt{\frac{(1+K) \gamma}{\bar{\gamma}_{\mathrm{b}}}}\right) . \tag{G.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{M}_{\gamma_{\mathrm{b}}}^{u}(-1 / \tau, \tau-1)=\mathcal{M}_{\gamma_{\mathrm{b}}}(-1 / \tau)-\mathcal{M}_{\gamma_{\mathrm{b}}}^{l}(-1 / \tau, \tau-1), \tag{G.3}
\end{equation*}
$$

$\mathcal{M}_{\gamma_{\mathrm{b}}}(\cdot), \mathcal{M}_{\gamma_{\mathrm{b}}}^{u}(\cdot, \cdot)$, and $\mathcal{M}_{\gamma_{\mathrm{b}}}^{l}(\cdot, \cdot)$ are the conventional moment generating function (MGF), the upperincomplete MGF, and the lower-incomplete (IMGF) of the RV $\gamma_{\mathrm{b}}$, which follows a squared $\kappa$ - $\mu$ distribution, respectively [164, Eq. (3)]. From [164, Table I], it follows that

$$
\begin{align*}
\mathcal{M}_{\gamma_{\mathrm{b}}}^{l}(s, z) & \frac{(1 / 2)^{1 / 2}(1+K)^{1 / 2}}{\left(1 / 2(1+K)-\bar{\gamma}_{\mathrm{b}} s\right)^{1 / 2}} \exp \left(\frac{1 / 2 K \bar{\gamma}_{\mathrm{b}} s}{1 / 2(1+K)-\bar{\gamma}_{\mathrm{b}} s}\right) \\
& \times\left[1-Q_{1 / 2}\left(\sqrt{\frac{1 / 2 K(1+K)}{1 / 2 K(1+K)-\bar{\gamma}_{\mathrm{b}} s}}, \sqrt{2\left(\frac{1+K}{2 \bar{\gamma}_{\mathrm{b}} s}-s\right) z}\right)\right] \tag{G.4}
\end{align*}
$$

$$
\begin{equation*}
\mathcal{M}_{\gamma_{\mathrm{b}}}(s)=\frac{(1 / 2)^{1 / 2}(1+K)^{1 / 2}}{1 / 2(1+K)-\bar{\gamma}_{\mathrm{b}} s} \exp \left(\frac{K \bar{\gamma}_{\mathrm{b}} s}{(1+K)-\bar{\gamma}_{\mathrm{b}} s}\right) \tag{G.5}
\end{equation*}
$$

Then, by combining (G.1) to (G.5), the SOP FR can be expressed as in (6.18). This completes the proof.

## G.1.2 $\operatorname{SOP}_{\mathrm{FR}}^{\infty}\left(\bar{\gamma}_{\mathrm{b}} \rightarrow \infty\right)$

By using the asymptotic approach given in [178], the CDF of a $\kappa-\mu \mathrm{RV}$ can be asymptotically approximate as

$$
\begin{equation*}
F_{\gamma_{\mathrm{b}}}\left(\gamma_{\mathrm{b}}\right) \simeq \frac{\exp (-K \mu) \gamma_{\mathrm{b}}^{\mu} K^{\frac{1-\mu}{2}}(1+K)^{\frac{1+\mu}{2}} \bar{\gamma}_{\mathrm{b}}^{\frac{-1-\mu}{2}}}{\Gamma(\mu)\left(\mu \sqrt{\frac{K(1+K)}{\bar{\gamma}_{\mathrm{b}}}}\right)^{1-\mu}} \tag{G.6}
\end{equation*}
$$

Then, by substituting (G.6) together with the Exponential PDF given in (6.16) into (2.5), this yields

$$
\begin{equation*}
\operatorname{SOP}_{\mathrm{FR}}^{\infty} \simeq \frac{\exp (-K \mu) K^{\frac{1-\mu}{2}}(1+K)^{\frac{1+\mu}{2}} \bar{\gamma}_{\mathrm{b}}^{\frac{-1-\mu}{2}}}{\Gamma(\mu)\left(\mu \sqrt{\frac{K(1+K)}{\bar{\gamma}_{\mathrm{b}}}}\right)^{1-\mu}} \underbrace{\int_{0}^{\infty}\left(\gamma_{\mathrm{e}} \tau+\tau-1\right)^{\mu} \exp \left(\frac{\gamma_{\mathrm{e}}}{\bar{\gamma}_{\mathrm{e}}}\right) d \gamma_{\mathrm{e}}}_{I_{1}} \tag{G.7}
\end{equation*}
$$

Finally, by solving the integral $I_{1}$ with the aid of the mathematical software package Wolfram Mathematica, and then setting $\kappa=K$ and $\mu=1 / 2$, the $\operatorname{SOP}_{\mathrm{FR}}^{\infty}$ can be formulated as (6.19). This concludes the proof.

## G. 2 PROOF OF LEMMA 2

## G.2.1 SOP ${ }_{B R}$

Recalling [164, Corollary 5], the SOP given in (2.5) for the Beckmann/Rayleigh case can be reformulated as

$$
\begin{equation*}
\mathrm{SOP}_{\mathrm{BR}}=F_{\gamma_{\mathrm{b}}}(\tau-1)+\exp \left(\frac{\tau-1}{\tau \bar{\gamma}_{\mathrm{e}}}\right) \mathcal{M}_{\gamma_{\mathrm{b}}}^{u}\left(-\frac{1}{\tau \bar{\gamma}_{\mathrm{e}}}, \tau-1\right), \tag{G.8}
\end{equation*}
$$

where $F_{\gamma_{\mathrm{b}}}(\cdot)$ is the squared Beckmann CDF [164, Eq. (7)], which can be computed with the aid of Matlab code developed in appendix I. Furthermore, the $\mathcal{M}_{\gamma_{\mathrm{b}}}^{u}(\cdot, \cdot)$ [164, Eq. (3)] of the RV $\gamma_{\mathrm{b}}$, which follows a squared Beckmann distribution can be computed by using the Matlab code given in appendix J. Such algorithm was implemented with the help of the inverse Laplace transformation [165] as proposed in [164, Eq.4].

## G.2.2 $\operatorname{SOP}_{\mathrm{BR}}^{\infty}\left(\bar{\gamma}_{\mathrm{b}} \rightarrow \infty\right)$

Substituting the MGF of the squared Beckmann distribution [120, Eq. (2.41)]

$$
\begin{align*}
\mathcal{M}_{\gamma_{\mathrm{b}}}(s)= & \frac{\left(1+q^{2}\right)(1+K)}{\sqrt{\left(\left(1+q^{2}\right)(1+K)-2 q^{2} \bar{\gamma}_{\mathrm{b}} s\right)\left(\left(1+q^{2}\right)(1+K)-2 \bar{\gamma}_{\mathrm{b}} s\right)}} \\
& \times \exp \left(\frac{\left(1+q^{2}\right) K \bar{\gamma}_{\mathrm{b}} s}{\left(1+q^{2}\right)(1+K)-2 \bar{\gamma}_{\mathrm{b}} s}\right) \tag{G.9}
\end{align*}
$$

into [122, Proposition 3] with $d=1^{[1]}$, this yields

$$
\begin{align*}
\mathrm{SOP}_{\mathrm{BR}}^{\infty} \simeq & \lim _{s \rightarrow \infty} \frac{s\left(1+q^{2}\right)(1+K)\left(\bar{\gamma}_{\mathrm{e}} \tau+\tau-1\right)}{\sqrt{\left(\left(1+q^{2}\right)(1+K)-2 q^{2} \bar{\gamma}_{\mathrm{b}} s\right)\left(\left(1+q^{2}\right)(1+K)-2 \bar{\gamma}_{\mathrm{b}} s\right)}} \\
& \times \exp \left(\frac{\left(1+q^{2}\right) K \bar{\gamma}_{\mathrm{b}} s}{\left(1+q^{2}\right)(1+K)-2 q^{2} \bar{\gamma}_{\mathrm{b}} s}\right) . \tag{G.10}
\end{align*}
$$

Finally, by performing the limit in (G.10) with the aid of Wolfram Mathematica, the $S O P D_{B R}$ can be expressed in closed-form fashion as in (6.21). This completes the proof.

## G. 3 PROOF OF LEMMA 3

## G.3.1 SOP $_{\mathrm{NR}}$

Again, by making use of [164, Corollary 5], the SOP given in (2.5) for the Nakagami/Rayleigh case can be reformulated as

$$
\begin{equation*}
\mathrm{SOP}_{\mathrm{NR}}=F_{\gamma_{\mathrm{b}}}(\tau-1)+\exp \left(\frac{\tau-1}{\tau \bar{\gamma}_{\mathrm{e}}}\right) \mathcal{M}_{\gamma_{\mathrm{b}}}^{u}\left(-\frac{1}{\tau \bar{\gamma}_{\mathrm{e}}}, \tau-1\right), \tag{G.11}
\end{equation*}
$$

where $F_{\gamma_{\mathrm{b}}}(\cdot)$ is the squared Nakagami-m CDF given as in [99, Eq. (3)] by

$$
\begin{equation*}
F_{\gamma_{\mathrm{b}}}(\gamma)=\frac{\Upsilon\left(m, \frac{m \gamma}{\bar{\gamma}_{\mathrm{b}}}\right)}{\Gamma(m)} \tag{G.12}
\end{equation*}
$$

Next, from [164, Eq. (2)], the $\mathcal{M}_{\gamma_{\mathrm{b}}}^{u}(\cdot, \cdot)$ in (G.11) is defined as

$$
\begin{equation*}
\mathcal{M}_{\gamma_{\mathrm{b}}}^{u}\left(-\frac{1}{\tau \bar{\gamma}_{\mathrm{e}}}, \tau-1\right)=\underbrace{\int_{\tau-1}^{\infty} \exp \left(-\frac{1}{\tau \bar{\gamma}_{\mathrm{e}}} \gamma_{\mathrm{b}}\right) f_{\gamma_{\mathrm{b}}}\left(\gamma_{\mathrm{b}}\right) d \gamma_{\mathrm{b}}}_{T_{1}} \tag{G.13}
\end{equation*}
$$

[1] Setting $d=1$ is because in a single-input single-output communication system over the Beckmann fading channel, diversity order equals unity.
by substituting (6.14) into (G.13), $T_{1}$ term is expressed as

$$
\begin{equation*}
T_{1}=\frac{m^{m}}{\Gamma(m) \bar{\gamma}_{\mathrm{b}}^{m}} \underbrace{\int_{\tau-1}^{\infty} x^{m-1} \exp \left(-x\left(\frac{m}{\bar{\gamma}_{\mathrm{b}}}+\frac{1}{\tau \bar{\gamma}_{\mathrm{e}}}\right)\right) d x}_{I_{2}} \tag{G.14}
\end{equation*}
$$

Employing [168, Eq. (3.351.2)], $I_{2}$ can be expressed in simple exact closed-form. Finally, by combining (G.11)-(G.14), the $\mathrm{SOP}_{\mathrm{NR}}$ can be attained as in (6.22). This completes the proof.

## G.3.2 $\operatorname{SOP}_{\mathrm{NR}}^{\infty}\left(\bar{\gamma}_{\mathrm{b}} \rightarrow \infty\right)$

From [99, Eq. (21)], the $\mathrm{SOP}_{\alpha-\mu}^{\infty}$ for a MIMO system over $\alpha-\mu$ fading channels, is given by

$$
\begin{align*}
\mathrm{SOP}_{\alpha-\mu}^{\infty}= & \frac{2^{\frac{R_{\mathrm{S}} M_{A} M_{B} \alpha_{B} \mu_{B}}{2}} \Gamma\left(M_{E} \mu_{E}+M_{A} M_{B} \mu_{B} \frac{\alpha_{B}}{\alpha_{E}}\right) \mu_{B}^{M_{A}\left(M_{B} \mu_{B}-1\right)} M_{B}^{M_{A}\left(M_{B} \mu_{B}-M_{B} \mu_{B} \alpha_{B} / 2-1\right)}}{\Gamma\left(M_{E} \mu_{E}\right) \Gamma\left(M_{A} M_{B} \mu_{B}\right) \mu_{E}^{M_{A} M_{B} \mu_{B} \frac{\alpha_{B}}{\alpha_{E}}} M_{E}^{M_{A} M_{B} \mu_{B}\left(\frac{\alpha_{B}}{\alpha_{E}}-\frac{\alpha_{B}}{2}\right)}} \\
& \times\left(\frac{\bar{\gamma}_{\mathrm{e}}}{\bar{\gamma}_{\mathrm{b}}}\right)^{M_{A} M_{B} \mu_{B} \alpha_{B} / 2} \tag{G.15}
\end{align*}
$$

where $M_{i}$ for $i \in\{A, B, E\}$ are the number of antennas at the source, destination, and the eavesdropper. Also, $\mu_{i}, \alpha_{i}$ for $i \in\{A, B, E\}$ denote the fading parameters of the $\alpha-\mu$ fading channel. Now, knowing that the Nakagami/Rayleigh case is a particular case of $\alpha-\mu$ distribution, the system parameters are set $M_{A}=M_{B}=M_{E}=1, \mu_{B}=m, \mu_{E}=1$, and $\alpha_{B}=\alpha_{E}=2$. Therefore, the $\operatorname{SOP}_{N R}^{\infty}$ is obtained as in (6.23). This completes the proof.

## H DERIVATION OF THE ASR AND THE ASYMPTOTIC ASR EXPRESSIONS

Here, mathematical expressions of the ASR, and the Asymptotic ASR for the FN/Rayleigh (FR), Nakagami/Rayleigh (NR) and Beckmann/Rayleigh (BR) scenarios are derived.

## H. 1 PROOF OF LEMMA 4

## H.1.1 ASR $_{\text {S-FR }}$

By replacing [149, Eq. (9.6.10)] into the $\kappa-\mu$ PDF given in (6.13), this gets to

$$
\begin{equation*}
f_{\gamma_{\mathrm{b}}}(\gamma)=\frac{\mu(1+K)^{\frac{\mu+1}{2}} \gamma^{\frac{\mu-1}{2}}}{K^{\frac{\mu-1}{2}} \bar{\gamma}_{\mathrm{b}}^{\frac{\mu+1}{2}} \exp (\mu K)} \exp \left(-\frac{(1+K) \gamma \mu}{\bar{\gamma}_{\mathrm{b}}}\right) \sum_{z=0}^{\infty} \frac{1}{z!\Gamma(\mu+z)}\left(\mu \sqrt{\frac{K(K+1)}{\bar{\gamma}_{\mathrm{b}}}}\right)^{\mu-1+2 z} \tag{H.1}
\end{equation*}
$$

Next, by replacing (H.1) into (2.10), the average secrecy capacity of the main link is given by

$$
\begin{align*}
\bar{C}_{\mathrm{B}} & =\frac{\mu(1+K)^{\frac{\mu+1}{2}}}{\ln (2) K^{\frac{\mu-1}{2}} \bar{\gamma}_{\mathrm{b}}^{\frac{\mu+1}{2}} \exp (\mu K)} \sum_{z=0}^{\infty} \frac{1}{z!\Gamma(\mu+z)} \int_{0}^{\infty} \gamma^{\frac{\mu-1}{2}} \ln (1+\gamma) \exp \left(-\frac{(1+K) \gamma \mu}{\bar{\gamma}_{\mathrm{b}}}\right) \\
& \times\left(\mu \sqrt{\frac{K(K+1)}{\bar{\gamma}_{\mathrm{b}}}}\right)^{\mu-1+2 z} d \gamma . \tag{H.2}
\end{align*}
$$

Using the Meijer's G-function $G_{p, q}^{m, n}[\cdot]$ representations of both $\exp (\cdot)$ [154, id. (01.03.26.0004.01)] and $\ln (\cdot)$ [154, id. (01.04.26.0003.01)], this leads to

$$
\begin{align*}
\bar{C}_{\mathrm{B}}= & \frac{1}{\ln 2} \frac{\mu(1+K)^{(\mu+1) / 2}}{K^{(\mu-1) / 2} \bar{\gamma}_{\mathrm{b}}^{(\mu+1) / 2} \exp (\mu K)} \sum_{z=0}^{\infty} \frac{1}{z!\Gamma(\mu+z)}\left(\mu \sqrt{\frac{K(K+1)}{\bar{\gamma}_{\mathrm{b}}}}\right)^{\mu-1+2 z} \\
& \times \underbrace{\int_{0}^{\infty} \gamma_{\mathrm{b}}^{\mu+z-1} G_{2,2}^{1,2}\left[\gamma_{\mathrm{b}} \left\lvert\, \begin{array}{c}
1,1 \\
1,0
\end{array}\right.\right] G_{0,1}^{1,0}\left[\left.\frac{\gamma_{\mathrm{b}} \mu(1+K)}{\bar{\gamma}_{\mathrm{b}}} \right\rvert\, \begin{array}{c}
- \\
0
\end{array}\right] d \gamma_{\mathrm{b}}}_{I_{1}} \tag{H.3}
\end{align*}
$$

Here, $I_{1}$ can be solved with the help of [154, id. (07.34.21.0011.01)]. Next, by replacing [163, Eq. (28)] into the $\kappa-\mu$ CDF given in (G.2), it follows that

$$
\begin{equation*}
F_{\gamma_{\mathrm{b}}}(\gamma)=1-\sum_{l=0}^{\infty} \frac{(2 K \mu)^{l} \Gamma\left(\mu+l, \frac{(1+K) \mu \gamma}{\bar{\gamma}_{\mathrm{b}}}\right)}{l!\Gamma(\mu+l) 2^{l} \exp (K \mu)} \tag{H.4}
\end{equation*}
$$

Now, from (6.16), the exponential CDF can be expressed as

$$
\begin{equation*}
F_{\gamma_{\mathrm{e}}}(\gamma)=1-\exp \left(-\frac{\gamma}{\bar{\gamma}_{\mathrm{e}}}\right) \tag{H.5}
\end{equation*}
$$

Substituting (H.4) and (H.5) into (2.11), it follows that
$\mathcal{L}\left(\bar{\gamma}_{\mathrm{b}}, \bar{\gamma}_{\mathrm{e}}\right)=\frac{1}{\ln 2} \sum_{l=0}^{\infty} \frac{(\mu K)^{l}}{l!\exp (\mu K)} \sum_{z=0}^{\mu+l-1} \frac{1}{z!}\left(\frac{\mu(1+K)}{\bar{\gamma}_{\mathrm{b}}}\right)^{z} \underbrace{\int_{0}^{\infty} \frac{\gamma_{\mathrm{e}}^{z}}{1+\gamma_{\mathrm{e}}} \exp \left(-\gamma_{\mathrm{e}}\left(\frac{1}{\bar{\gamma}_{\mathrm{e}}}+\frac{\mu(1+K)}{\bar{\gamma}_{\mathrm{b}}}\right)\right) d \gamma_{\mathrm{e}}}_{I_{2}}$

With the aid of [168, Eq. (3.353.5)], $I_{2}$ can be evaluated in exact fashion. Next, by substituting (H.3) and (H.6) into the definition of the ASR, i.e., [99, Eq. (29)]

$$
\begin{equation*}
\overline{\mathcal{R}}_{\mathrm{S}}=\bar{C}_{\mathrm{B}}-\mathcal{L}\left(\bar{\gamma}_{\mathrm{b}}, \bar{\gamma}_{\mathrm{e}}\right) \tag{H.7}
\end{equation*}
$$

and then setting $\mu=1 / 2$, the $\overline{\mathcal{R}}_{\text {S-FN }}$ can be formulated as in (6.24), which concludes the proof.

## H.1.2 $\quad$ ASR $_{\text {S-FR }}^{\infty}\left(\bar{\gamma}_{b} \rightarrow \infty\right)$

An alternative formulations of the ASR and asymptotic ASR given in (2.8) and (2.12), respectively, can be expressed as in [99] by

$$
\begin{align*}
\mathcal{R}_{\mathrm{S}} & \approx \bar{C}_{\mathrm{B}}-\bar{C}_{\mathrm{E}}+\mathcal{G}_{\mathrm{Z}}\left(\bar{\gamma}_{\mathrm{b}}, \bar{\gamma}_{\mathrm{e}}\right)  \tag{H.8}\\
\mathcal{R}_{\mathrm{S}}^{\infty} & \approx \bar{C}_{\mathrm{B}}-\bar{C}_{\mathrm{E}}  \tag{H.9}\\
& \approx \log _{2}\left(\bar{\gamma}_{\mathrm{b}}\right)-t-\bar{C}_{\mathrm{E}} \tag{H.10}
\end{align*}
$$

where $t$ is given by (2.14), and

$$
\begin{equation*}
\mathcal{G}_{\mathrm{Z}}\left(\bar{\gamma}_{\mathrm{b}}, \bar{\gamma}_{\mathrm{e}}\right)=\frac{e^{1 / \bar{\gamma}_{\mathrm{e}}}}{\ln 2} \int_{0}^{1} \frac{1}{u} e^{-1 /\left(u \bar{\gamma}_{\mathrm{e}}\right)} M_{\gamma_{\mathrm{b}}}\left(\frac{-1}{u \bar{\gamma}_{\mathrm{e}}}\right) d u \tag{H.11}
\end{equation*}
$$

in which $\mathcal{M}_{\gamma_{\mathrm{b}}}(\cdot)$ is the conventional MGF of $\gamma_{\mathrm{b}}$. From [179, Eq. (22)], the $\mathcal{G}_{\mathrm{Z}}\left(\bar{\gamma}_{\mathrm{b}}, \bar{\gamma}_{\mathrm{e}}\right)$ term for the Folded Normal-Rayleigh case can be calculated directly as

$$
\begin{equation*}
\mathcal{G}_{\mathrm{Z}}\left(\bar{\gamma}_{\mathrm{b}}, \bar{\gamma}_{\mathrm{e}}\right)=-\log _{2}(e) \psi(\mu)+\log _{2}(\mu)+\log _{2}(1+K)-K \log _{2}(e)_{2} F_{2}(1,1 ; 2, \mu+1 ;-\mu K) \tag{H.12}
\end{equation*}
$$

Now, by replacing the Exponential PDF given in (6.16) into (2.10), the average capacity of the eavesdropper link, $\bar{C}_{\mathrm{E}}$, can be expressed as

$$
\begin{equation*}
\bar{C}_{\mathrm{E}}=\frac{1}{\bar{\gamma}_{\mathrm{e}} \ln 2} \underbrace{\int_{0}^{\infty} \ln \left(1+\gamma_{\mathrm{e}}\right) \exp \left(-\frac{\gamma_{\mathrm{e}}}{\bar{\gamma}_{\mathrm{e}}}\right) d \gamma_{\mathrm{e}}}_{I_{3}} \tag{H.13}
\end{equation*}
$$

Here, employing [168, Eq. (4.337.2)], the integral in $I_{3}$ can be expressed in simple exact closed-form. Then, by substituting (H.12) by setting $\mu=1 / 2$ together with (H.13) into (H.10), the $\overline{\mathcal{R}}_{\text {S-FN }}^{\infty}$ can be attained as in (6.25). This completes the proof.

## H. 2 PROOF OF LEMMA 5

## H.2.1 ASR $_{\text {S-BR }}$

An equivalent expression of (2.10) can be expressed as in [180, Eq. (7)] by

$$
\begin{equation*}
\bar{C}_{\mathrm{B}}=\frac{1}{\ln 2} \int_{0}^{\infty} E_{1}(x) \phi_{\gamma_{\mathrm{b}}}(x) d x . \tag{H.14}
\end{equation*}
$$

where $\phi_{\gamma_{\mathrm{b}}}(\cdot)$ is the generalized MGF of the Beckmann given in [19, Eq. (6)] with $r \rightarrow \infty$ and $n=1$ as

$$
\begin{align*}
\phi_{\gamma_{\mathrm{b}}}(s)= & \frac{1}{\left[\left(\frac{\left(1+q^{2}\right)}{(1+K)^{-1}}-2 s \bar{\gamma}_{\mathrm{b}}\right)\left((1+K)\left(1+q^{2}\right)-2 q^{2} s \bar{\gamma}_{\mathrm{b}}\right)\right]^{5 / 2}}\left[\frac{\left(1+q^{2}\right)}{(1+K)^{-1}}\right. \\
& \times \exp \left(-\frac{K \bar{\gamma}_{\mathrm{b}}\left(1+q^{2}\right) x}{(1+K)\left(1+q^{2}\right)-2 q^{2} s \bar{\gamma}_{\mathrm{b}}}\right) \bar{\gamma}_{\mathrm{b}}\left((1+K)\left(1+q^{2}\right)-2 s \bar{\gamma}_{\mathrm{b}}\right) \\
& \times\left(\frac{\left(1+q^{2}\right)^{3}}{(1+K)^{-3}}-\frac{2\left(1+q^{2}\right)}{(1+K)^{-1}}\left(K+(3+K) q^{2}+q^{4}\right) s \bar{\gamma}_{\mathrm{b}}-8 q^{4} s^{2} \bar{\gamma}_{\mathrm{b}}^{2}\right) . \tag{H.15}
\end{align*}
$$

Now, by replacing (H.15) in (H.14), this leads to

$$
\begin{align*}
\bar{C}_{\mathrm{B}}= & \frac{1}{\ln 2} \int_{0}^{\infty} \underbrace{\frac{E_{1}(x)}{\left[\left(\frac{\left(1+q^{2}\right)}{(1+K)^{-1}}+2 x \bar{\gamma}_{\mathrm{b}}\right)\left((1+K)\left(1+q^{2}\right)+2 q^{2} x \bar{\gamma}_{\mathrm{b}}\right)\right]^{5 / 2}}\left[\frac{\left(1+q^{2}\right)}{(1+K)^{-1}}\right.}_{f_{1}^{\prime}(x)} \\
& \times \int_{0}^{\infty} \underbrace{\exp \left(-\frac{K \bar{\gamma}_{\mathrm{b}}\left(1+q^{2}\right) x}{(1+K)\left(1+q^{2}\right)+2 q^{2} x \bar{\gamma}_{\mathrm{b}}}\right) \bar{\gamma}_{\mathrm{b}}\left((1+K)\left(1+q^{2}\right)+2 x \bar{\gamma}_{\mathrm{b}}\right)}_{f_{1}^{\prime}(x)} \\
& \times \int_{0}^{\infty} \underbrace{\left(\frac{\left(1+q^{2}\right)^{3}}{(1+K)^{-3}}+\frac{2\left(1+q^{2}\right)}{(1+K)^{-1}}\left(K+(3+K) q^{2}+q^{4}\right) x \bar{\gamma}_{\mathrm{b}}+8 q^{4} x^{2} \bar{\gamma}_{\mathrm{b}}^{2}\right)}_{f_{1}^{\prime}(x)} d x] . \tag{H.16}
\end{align*}
$$

Here, one can rewrite the integral in (H.16) as

$$
\begin{equation*}
I_{4}=\int_{0}^{\infty} \exp (-x) f_{1}(x) d x \tag{H.17}
\end{equation*}
$$

where $f_{1}(x)=\exp (x) f_{1}^{\prime}(x)$. Now, according to the Gauss-Laguerre quadrature (QLQ) method [149, Eq. (25.4.45)], $I_{4}$ can be closely approximated by a weighted sum as

$$
\begin{equation*}
I_{4} \approx \sum_{i=1}^{h} w_{i} f_{1}\left(k_{i}\right) \tag{H.18}
\end{equation*}
$$

in which $k_{i}$ is the $i$-th zero of the Laguerre polynomial $L_{h}(x)$ [149, Eq. (22.2.13)], and $w_{i}=l_{i} \times$ $\left[(h+1) L_{h+1}\left(k_{i}\right)\right]^{-2}$. Then, by substituting the conventional MGF of the Beckmann distribution given in (G.9) with $s=-1 /\left(u \bar{\gamma}_{\mathrm{e}}\right)$ into (H.11), it follows that

$$
\begin{equation*}
\mathcal{G}_{\mathrm{Z}}\left(\bar{\gamma}_{\mathrm{b}}, \bar{\gamma}_{\mathrm{e}}\right)=\frac{e^{1 / \bar{\gamma}_{\mathrm{e}}}}{\ln 2} \int_{0}^{1} \underbrace{\left.\frac{1}{u} e^{-1 /\left(u \bar{\gamma}_{\mathrm{e}}\right)} \frac{e^{-\frac{K\left(1+q^{2}\right) \bar{\gamma}_{\mathrm{b}}}{2 \bar{\gamma}_{\mathrm{b}}+(1+K)\left(1+q^{2}\right) u \bar{\gamma}_{\mathrm{e}}}}}{\sqrt{\left(\frac{2}{\left(\frac{2}{\bar{\gamma}_{\mathrm{b}}^{-1}}+\frac{\left(1+q^{2}\right) u \bar{\gamma}_{\mathrm{e}}}{(1+K)^{-1}}\right)\left(\frac{2 q^{2}}{\bar{\gamma}_{\mathrm{b}}^{-1}}+\frac{\left(1+q^{2}\right) u \bar{\gamma}_{\mathrm{e}}}{(1+K)^{-1}}\right)}\right.}} d u, \text {, } 1+q^{2}\right)\left(u \bar{\gamma}_{\mathrm{e}}\right)}_{f_{2}^{\prime}(u)} \underbrace{\sqrt{2}} \tag{H.19}
\end{equation*}
$$

In order to solve the integral in (H.18), a change of variables $u=1-e^{-w}$ is performed, so that the original integration limits are transformed of $(0,1)$ to $(0, \infty)$. Therefore, the integral in (H.18) can be rewritten as

$$
\begin{equation*}
I_{5}=\int_{0}^{\infty} \exp (-w) f_{2}(w) d w \tag{H.20}
\end{equation*}
$$

where $f_{2}(w)=f_{2}^{\prime}\left(1-e^{-w}\right)$. Again, making use of QLQ method [149, Eq. (25.4.45)], $I_{5}$ can be closely approximated by a weighted sum as

$$
\begin{equation*}
I_{5} \approx \sum_{i=1}^{r} w_{i} f_{2}\left(l_{i}\right) \tag{H.21}
\end{equation*}
$$

where $l_{i}, r$ and $w_{i}$ are defined in a similar way as in (H.18). Finally, by substituting (H.13), (H.16), and (H.19) into (H.8), the $\overline{\mathcal{R}}_{\mathrm{S}-\mathrm{BR}}$ can be obtained as in (6.28). This completes the proof.

## H.2.2 ASR $_{\text {S-BR }}^{\infty}\left(\bar{\gamma}_{b} \rightarrow \infty\right)$

Inserting (H.13) and (H.16) into (H.9), the asymptotic ASR for the Beckmann/Rayleigh case, i.e., $\overline{\mathcal{R}}_{\mathrm{S}-\mathrm{BR}}^{\infty}$ can be approximated as in (6.29), which completes the proof.

## H. 3 PROOF OF LEMMA 6

## H.3.1 $\quad$ ASR $_{\text {S-NR }}$

Employing the identity [168, Eq. (8.352.6)]

$$
\begin{equation*}
\Upsilon(n, x)=(n-1)!\left(1-\exp (-x) \sum_{z=0}^{n-1} \frac{x^{z}}{z!}\right) \tag{H.22}
\end{equation*}
$$

for the lower incomplete gamma function in the squared Nakagami- $m$ CDF given in (G.12), this leads to

$$
\begin{equation*}
F_{\gamma_{\mathrm{b}}}(\gamma)=1-\exp \left(-\frac{m \gamma}{\bar{\gamma}_{\mathrm{b}}}\right) \sum_{z=0}^{m-1} \frac{1}{z!}\left(\frac{m \gamma}{\bar{\gamma}_{\mathrm{b}}}\right)^{z} . \tag{H.23}
\end{equation*}
$$

Substituting (H.23) into (2.9), it follows that

$$
\begin{equation*}
\bar{C}_{\mathrm{B}}=\frac{1}{\ln 2} \sum_{z=0}^{m-1} \frac{1}{z!}\left(\frac{m}{\bar{\gamma}_{\mathrm{b}}}\right)^{z} \underbrace{\int_{0}^{\infty} \frac{\gamma_{\mathrm{b}}^{z}}{1+\gamma_{\mathrm{b}}} \exp \left(-\frac{m \gamma_{\mathrm{b}}}{\bar{\gamma}_{\mathrm{b}}}\right) d \gamma_{\mathrm{b}}}_{I_{6}} . \tag{H.24}
\end{equation*}
$$

With the aid of [168, Eq. (3.353.5)], $I_{6}$ can be evaluated in exact closed-form. Now, substituting the exponential CDF given in (H.5) and the squared Nakagami-m CDF given in (H.23) into (2.11), this yields

$$
\begin{equation*}
\mathcal{L}\left(\bar{\gamma}_{\mathrm{b}}, \bar{\gamma}_{\mathrm{e}}\right)=\frac{1}{\ln 2} \sum_{z=0}^{m-1} \frac{1}{z!}\left(\frac{m}{\bar{\gamma}_{\mathrm{b}}}\right)^{z} \underbrace{\int_{0}^{\infty} \frac{\gamma_{\mathrm{b}}^{z}}{1+\gamma_{\mathrm{b}}} \exp \left(-\gamma_{\mathrm{b}}\left(\frac{m}{\bar{\gamma}_{\mathrm{b}}}+\frac{1}{\bar{\gamma}_{\mathrm{e}}}\right)\right) d \gamma_{\mathrm{b}}}_{I_{7}} . \tag{H.25}
\end{equation*}
$$

Similar to the evaluation of $I_{6}$, the identity [168, Eq. (3.353.5)] is used to calculate $I_{7}$. Finally, by combining (H.24) and (H.25) into (2.8), the $\overline{\mathcal{R}}_{\mathrm{S}-\mathrm{NR}}$ can be formulated as in (6.30), which concludes the proof.

## H.3.2 ASR $_{\mathrm{S} \text {-NR }}^{\infty}\left(\bar{\gamma}_{\mathrm{b}} \rightarrow \infty\right)$

Here, the goal is to find an asymptotic ASR expression as in (H.10) for the Nakagami/Rayleigh case. Hence, from [181, Eq. (16)] by setting $\mu_{\alpha-\mu}=m$ and $\alpha=2$, the $\mathcal{M}(g)$ of the Nakagami- $m$ distribution needed in (2.14) can formulated as

$$
\begin{equation*}
\mathcal{M}(g)=\frac{\Gamma(m+g)}{m^{g} \Gamma(m)} . \tag{H.26}
\end{equation*}
$$

Next, taking the derivative of (H.26) with respect to $g$, it follows that

$$
\begin{equation*}
\mathcal{M}^{\prime}(g)=\frac{\Gamma(g+m)(-\ln (m)+\psi(g+m))}{m^{g} \Gamma(m)} \tag{H.27}
\end{equation*}
$$

Then, by setting $g=0$ in (H.27) and then substituting the resulting expression into (2.14), this gets to

$$
\begin{equation*}
t=-\log _{2}(e)(-\ln (m)+\psi(m)) . \tag{H.28}
\end{equation*}
$$

Finally, by replacing (H.28) and (H.13) into (H.10), the $\overline{\mathcal{R}}_{\mathrm{S}-\mathrm{NR}}^{\infty}$ is attained as in (6.31). This completes the proof.

## MATLAB CODE FOR BECKMANN CDF

```
1
% CDF of the SNR Beckmann distribution
% Definitions
% omega: the mean power of the SNR Beckman distribution
% g: the random variable
%
function [cdf] = CDFBeckmann(K,q,omega,g)
    th0 = 0;
    mu2=0;
    mu1=sqrt (K*omega. / (K+1));
    sigma2=sqrt(omega./((K+1) .*(q.^^2+1)));
    sigma1=q*sqrt (omega . / ((K+1) .* (q.^2 + 1)) );
    A=sqrt(mu1.^2+mu2.^ 2);
    integrand=@(theta)(1./(2 * fgamma(theta , sigma1,sigma2) ) .*(1-exp(-
        fgamma(theta,sigma1,sigma2).*g+sqrt (g) .* frho (A,sigma1, sigma2 , ..
        th0, theta ) ) +frho(A,sigma1,sigma2,th0,theta ).*sqrt(pi)./(4.*...
        fgamma(theta,sigma1, sigma2).^(1.5)).* exp( frho(A, sigma1,\ldots
        sigma2,th0,theta).^2./(4.* fgamma(theta,sigma1,sigma2))).*...
        (erf(frho(A, sigma1, sigma2, th0, theta)./(2* sqrt(fgamma(theta ,...
        sigma1,sigma2) ) ) ) +erf ((2*fgamma(theta,sigma1,sigma2) .*sqrt (g)
        _frho(A, sigma1, sigma2, th0, theta))./(2 .* sqrt(fgamma(theta ,...
        sigma1,sigma2 ) ) ) ) ) ;
    cdf=1./(2*pi*sigma1 .*sigma2) .* exp(-A.^2 .*fgamma(th0, sigma1 , ..
        sigma2)) . * integral(integrand,0,2*pi,'ArrayValued',true);
end
function z=fgamma(th,sigma1,sigma2)
z=cos(th ).^2./(2* sigma1.^2) + sin(th ).^2 ./(2*sigma2 .^2);
end
function z=frho(A,sigma1,sigma2,th0,th)
z=A.*(cos(th) .* cos(th0)./(sigma1.^2)+\operatorname{sin}(th) .* sin (th0) ./( sigma2. ^2));
end
```


## J MATLAB CODE FOR UPPER INCOMPLETE MOMENT GENERATION FUNCTION OF THE BECKMANN DISTRIBUTION

```
function y=ulMGFBeckmann(K,q,omega,s,z)
%
%Definitions
%z: the random variable
5 %mega: the mean power of the SNR Beckmann Distribution
%
N=1e4;
A=15;
% Inverse Laplace Transform
C=exp(A/2)./z;
alphainv =[0.5,ones(1,N-1)];
n=0:N-1;
p=(A+2*pi*1 i *n)/(2*z);
y1=(-1).^n.* alphainv .*real(1./p .*MGFbeckmann(K,q,omega, s-p));
y=C.*sum(y1);
y=MGFbeckmann(K,q,omega, s)-y ;
end
function MGF = MGFbeckmann(K,q,omega,s)
aux=exp(K.*(1+q.^2) .*omega.*s./((1+q.^2) .*(1+K) -2.*q.^2.*omega.*s));
MGF=(1+q.^2) .*(1+K)./( sqrt((1+q.^2) .*(1+K) -2.*q.^2.*omega.*s) .*...
    sqrt((1+q.^2) .*(1+K) -2*omega.*s)) .* aux;
end
```


[^0]:    ${ }^{\text {[3] }} \quad$ It is worth noting that the term $P_{e}$ in the expression for diversity order $D$ refers to (3.28), and (3.29).

[^1]:    [4] For complete detail of how to arrive at (3.49), please check Appendix B.

[^2]:    ${ }^{[1]} \quad$ The entire mathematical derivation to arrive at the set of parameters $K$, $q$, and $\bar{\gamma}_{\mathrm{b}}$ for the scenario under consideration is given in [159].

[^3]:    ${ }^{[1]} \quad$ Since the eavesdropper uses MRC receiver, by substituting $\bar{\gamma} \rightarrow N_{\mathrm{E}} \bar{\gamma}_{\mathrm{E}}, \mu \rightarrow N_{\mathrm{E}} \mu_{\mathrm{E}}, m \rightarrow N_{\mathrm{E}} m_{\mathrm{E}}$, and $\kappa \rightarrow \kappa_{\mathrm{E}}$ into [21, Eq. (4)].

